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Journal of
Fluids

Engineering Editorial

As the readers have been informed in the March 2000 volume,
Professor Demetri Telionis has recently completed his 10 year
tenure as the Technical Editor ofJFE. I would like to take this
opportunity, in the last volume edited by Demetri, to thank him
and to highlight the enormous contributions that he has made to
the quality and breadth of this journal. I am very pleased, honored
and challenged by the tasks of following in his footsteps and
living up to his legacy. I am looking forward to continuing and
expanding the service that this journal provides to the fluids engi-
neering community.

Under Professor Telionis’ leadership, the past 10 years have
been characterized by the transition process and progress in elec-
tronic publishing. Articles and abstracts are now available on-line.
In addition, Professor Telionis established theJFE Data Bank in
1993 and progressed to an on-line version with downloadable in-
formation from authors. The Data Bank provides authors with the
opportunity to present extended databases of their results and
make them easily accessible to the readers. The Data Bank now
contains substantial information and we hope that it will continue
expanding in the coming years.

The last ten years are also characterized by technical innova-
tions designed to meet the needs of readers and authors from both
industrial and academic backgrounds. The journal included Indus-
trial Discussions and extended review articles on several topics.
Several volumes contained themed topics in specific areas and
Technical Forums which featured extensive backgrounds on spe-
cific issues, such as competitiveness and unanswered questions in
relevant fields.

Under Professor Telionis’ guidance, efforts have been continu-
ously made to enhance the quality of papers published in the
journal. A policy requiring inclusion of experimental uncertainty
in papers containing experimental data has been established. Stan-
dards for numerical accuracy have also been adopted. We are
committed to maintaining and expanding these standards as new
techniques and technologies become available.

Professor Telionis also attracted teams of high quality Associ-
ate Editors who are renowned experts in their fields. Their contri-
butions have been a critical component in maintaining the quality
of the papers published in the journal. Demetri also made special
efforts to attract authors of qualityJFE conference papers to sub-
mit their manuscripts to the journal. I have been present at several
authors’ breakfasts of FED summer meetings, at 7:30 AM, where
he informed the audience about theJournal and asked them to
submit their papers for publication. Such efforts are an inspiration
for us in the future and they have led to a considerable increase in
the number and quality of submitted papers.

In addition to his excellent service as an editor, Professor Telio-
nis has consistently maintained a well-funded and internationally
visible research program. He has supervised many graduate stu-
dents, acting both as a teacher and a mentor. His contribution to
science is attested to by the large numbers of publications in pres-
tigious journals, mainly in the area of unsteady flow mechanics, a
field in which he is a renowned expert. His service includes also
consultancies, panel review memberships, invited keynote lec-
tures, session chairmanships at meetings, one patent and two

teaching excellence awards. Professor Telionis has also found
time to found a company, Aeroprobe Corporation, and write two
outstanding textbooks,Unsteady Viscous Flow, published by
Springer-Verlag in 1981, andNonsteady Fluid Dynamics, pub-
lished by the ASME in 1990.

Several new Associate Editors will be joining us this year.
Their names and brief backgrounds on each one of them are as
follows:

1 Professor Juan Lasheras, University of California, San Di-
ego. Originally from Spain, Professor Lasheras received his Ph.D.
from Princeton University. He is a well-known expert in multi-
phase flows and turbulence as well as in experimental fluid me-
chanics.

2 Bruno Schiavello, Ingersoll Dresser Company. Mr. Schia-
vello graciously agreed to serve a second continuous term as an
Associate Editor, continuing his valued service and generous use
of his time. Educated in Italy and Belgium, he is our industrial
expert in pumps and pump fluid dynamics.

3 Professor George Karniadakis, Brown University. Educated
at MIT, Professor Karniadakis is a well-known expert in all as-
pects of CFD and numerical techniques. This would be his second
~noncontinuous! term as Associate Editor ofJFE. We hope to use
his expertise in re-establishing quality standards for papers con-
taining CFD results.

4 Professor Yoichiro Matsumoto, University of Tokyo. Profes-
sor Matsumoto received his Ph.D. from the University of Tokyo.
He has vast experience in modeling of multiphase flows and mo-
lecular dynamics. He has also been very active in the fluids engi-
neering and multiphase flow communities.

5 Lisa Mondy, Sandia National Laboratory. An alumna of Rice
University, Ms. Mondy has decades of experience working in flu-
ids engineering, particularly multiphase flows involving solid par-
ticles, flow in porous media, both computationally and experimen-
tally.

6 Professor Yoshinobu Tsujimoto, Osaka University. Educated
at Osaka University, Professor Tsujimoto is a renowned leader in
the turbomachinery community, particularly in problems related
to instabilities in pumps. He has also been very active in organiz-
ing symposia world-wide.

7 Dr. James Bridges, NASA Glenn Research Center. Dr.
Bridges received his Ph.D. from the University of Houston, and
has spent over 10 years working with NASA. He is an expert in
all aspects of applied fluid mechanics and acoustics, including
measurement techniques. He also has background in hydrodynam-
ics, vortex dynamics and turbulence.

These recently nominated Associate Editors are joining an im-
pressive community of experts that have already served for the
past several years, including Professors Peter W. Bearman, Peter
Bradshaw, Muhammad R. Hajj, Peter E. Raad, David R. Will-
iams, and Dr. Khairul B. M. Q. Zaman in fluid mechanics, Pro-
fessor Urmila Ghia in computational fluid mechanics, and Dr.
Frederic K. Wasden in multiphase flows. With such a team we
hope that the transition of editors will take place with minimal
disturbances.
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As for the future, our primary objective is to maintain and
enhance to the best of our ability the quality and reputation of the
journal that would make it attractive both to authors and readers.
We will continue introducing special topics and pursue extended
review articles of interest to the community. We also plan to
introduce an option to publish short articles, which will be termed
‘‘letters,’’ that will be reviewed in less than three months and
published in six. We would also like to enhance our ties with the
Fluids Engineering Division community and increase the contri-
butions of participants in these meetings to theJournal. We also
plan to revisit our standards for accuracy and uncertainty.

The recent change to a new publisher and the availability of
on-line manuscripts are some of the indicators that technical pub-

lishing, includingJFE, is in a period of transition characterized by
the increasing role of electronic publishing. We plan to adapt to
this new age also during the reviewing process. Manuscripts
posted on the Web can become accessible to referees shortly after
submission, all through email communication. We plan to make
such modes of communication available to authors, Associate
Editors and referees very soon. This process will be part of a
continuing effort to expedite the reviewing process. We hope that
a faster review process would makeJFE more attractive to au-
thors and to the readers.

Joseph Katz
Technical Editor
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Experimental Simulation of
Fish-Inspired Unsteady Vortex
Dynamics on a Rigid Cylinder
The unsteady hydrodynamics of the tail flapping and head oscillation of a fish, and their
phased interaction, are considered in a laboratory simulation. Two experiments are de-
scribed where the motion of a pair of rigid flapping foils in the tail and the swaying of the
forebody are simulated on a rigid cylinder. Two modes of tail flapping are considered:
waving and clapping. Waving is similar to the motion of the caudal fin of a fish. The
clapping motion of wings is a common mechanism for the production of lift and thrust in
the insect world, particularly in butterflies and moths. Measurements carried out include
dynamic forces and moments on the entire cylinder-control surface model, phase-matched
laser Doppler velocimetry maps of vorticity-velocity vectors in the axial and cross-stream
planes of the near-wake, as well as dye flow visualization. The mechanism of flapping foil
propulsion and maneuvering is much richer than reported before. They can be classified
as natural or forced. This work is of the latter type where discrete vortices are forced to
form at the trailing edge of flapping foils via salient edge separation. The transverse wake
vortices that are shed, follow a path that is wider than that given by the tangents to the
flapping foils. The unsteady flap-tip axial vortex decays rapidly. Significant higher order
effects appear when Strouhal number (St) of tail flapping foils is above 0.15. Efficiency,
defined as the ratio of output power of the flapping foils to the power input to the
actuators, reaches a peak below the St range of 0.25–0.35. Understanding of two-
dimensional flapping foils and fish reaching their peak efficiency in that range is clarified.
Strouhal number of tail flapping does emerge as an important parameter governing the
production of net axial force and efficiency, although it is by no means the only one. The
importance of another Strouhal number based on body length and its natural frequency is
also indicated. The relationship between body length and tail flapping frequency is shown
to be present in dolphin swimming data. The implication is that, for aquatic animals, the
longitudinal structural modes of the body and the head/tail vortex shedding process are
coupled. The phase variation of a simulated and minute head swaying, can modulate axial
thrust produced by the tail motion, within a narrow range of65 percent. The general
conclusion is that, the mechanism of discrete and deterministic vortex shedding from
oscillating control surfaces has the property of large amplitude unsteady forcing and an
exquisite phase dependence, which makes it inherently amenable to active control for
precision maneuvering.@S0098-2202~00!00102-4#

1 Introduction

1.1 Background of This Work. In nature, the inherent ac-
tions of swimming and flying have been perfected over millions of
years. Such actions have been the inspiration of several fluid en-
gineering inventions. In an underwater habitat where predators
and preys coexist, one fondly hopes that there are fluid dynamic
mechanisms of maneuvering, propulsion, and stealth in play that
might prove useful to technology development. However, transi-
tioning natural actions to engineering can be difficult. The goal of
this work is to uncover these mechanisms by simulating these
actions in a controlled engineering context.

1.2 Related NUWC Work. In NUWC, the gap in maneu-
verability between nature, fish in particular, and small underwater
engineering vehicles has been quantified~Bandyopadhyay et al.
@1#!. The morphology of the control surfaces of a fish and its
inertial characteristics were first examined to determine the clue to
the gap. Twenty-eight species of fish were grouped into three
categories, namely, those which are slow but extremely agile~nor-

mally from the coral reefs!, those which are fast and poor in
maneuverability~open water large fish!, and an overlapping cat-
egory which has both speed and maneuverability. It was observed
that the maneuverable species have a clearly identifiable fin mor-
phology. From the third category, mackerel and bluefish, which
are known to be predatory and abundant in the neighboring Nar-
ragansett bay, were further studied although in a captive environ-
ment. Mazes were built and their recorded and digitized turning
trajectories were examined. The variation of their normal accel-
eration with turning radius, nondimensionalized by body length,
were compared with those of small underwater vehicles. A gap in
turning capability can be seen. Compared to the 1950s, in the
1990s, the gap has narrowed significantly, which is largely attrib-
uted to developments in control technology. It then is indicated
that, further improvement in maneuverability might be possible by
integrating modern control approaches to the hydrodynamic
mechanisms practiced by the fin morphologies of fish. A practical
need for taking a closer look at fish hydrodynamics was thus
recognized.

The aforementioned fin scaling for maneuverability was then
examined for a dorsal fin on a rigid cylinder. They were found to
have a much lower time constant as opposed to maneuvering by
affecting a large scale separation over the cylinder as commonly
practiced in engineering~Bandyopadhyay et al.@1#!. The pectoral
fins of a euthynnid were simulated on a rigid cylinder by means of

1Current Address: Naval Surface Warfare Center.
Contributed by the Fluids Engineering Division for publication in the JOURNAL

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
June 29, 1999; revised manuscript received December 8, 1999. Associate Technical
Editor: D. P. Telionis.
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computational modeling. The incorporation of such a pair of small
wing attachments were found to decrease turning radii, angle of
attack and even drag, particularly at low speeds~Bandyopadhyay
et al. @2#!. An experimental investigation showed that such wings
dampen the pitching effects of traveling waves. A closed-loop
control theory has been developed that makes use of dorsal and
caudal fins, described here, in proximity of perturbations like sur-
face waves, to achieve a precision maneuverability in the vertical
plane~Bandyopadhyay et al.@3#!. The successful incorporation of
the dynamics of the control surfaces into a closed-loop control
theory has helped demonstrate to some extent the engineering
value of fish hydrodynamics. The following summarizes the ex-
perience: although difficult, the biologically based mechanisms
need to be applied to rigid bodies and not just to flexible bodies;
the emphasis should be on precision maneuvering, rather than the
production of pure axial propulsion whose technology is well de-
veloped; production of all forces, viz., thrust, drag and cross-
stream maneuvering forces should be viewed in an integral man-
ner because they have a common production mechanism in fish
hydrodynamics. The NUWC work has also led to the exploration
of a new area, viz., biologically-inspired maneuvering of small
underwater bodies. The studies indicate that the maneuvering and
control of man made vehicles like aircraft are based on moments,
while those of biologically based engineering vehicles would be
force based. In the latter, this makes brisk maneuvering, which
has a low time constant, feasible.

1.3 Other Related Work. Propulsive and lifting forces pro-
duced by flapping foils were studied by Knoller and Betz from
1909–1912~see Jones, Dohring, and Platzer@4#!. From 1924–
1936, Birnbaum, von Ka´rmán, Burgers, and Garrick conducted
theoretical studies that proved propulsive efficiency improved
with slower flapping. Though there is no verification, it appears
that German scientists tested a flapping foil device for torpedo
propulsion during the early 1940s~see HSVA Towing Tests@5#!.
Gopalkrishnan et al.@6#, Hall and Hall @7#, and Jones et al.@4#
have made recent progress. Lighthill@8# and others in their earlier
works ~Wu @9#, Webb@10#!, have remained silent on the existence
of a discrete vortex shedding mechanism. On the other hand, the
elucidation of the role of a discrete shedding process, and its
accounting by Strouhal number, has been a significant clarifica-
tion of the mechanism offered by M. Triantafyllou and his co-
workers. Anderson et al.@11# have reported efficiency measure-
ments and computations on oscillating two-dimensional foils.
They found that inviscid linear or nonlinear theories, in general,
do not apply. Wolfgang et al.@12# have reported drag measure-
ments on a fish-like swimming body. In this work, in addition to
the flapping of the tail fin~caudal fin!, a traveling wave passes
through the body. When the phase speed of the traveling wave is
higher than the forward speed, a maximum of 70 percent ‘‘drag
reduction’’ is achieved compared to that for the towed rigid body.
They have suggested that, the traveling wave laminarizes the
boundary layer on the body, and in addition, there is a favorable
interaction between the vorticity shed by the body and the tail.

1.4 Origin of Discrete Vortex in Flapping Foils. The
mechanism of momentum transfer by a flapping foil to the sur-
rounding fluid is not universal and three possibilities are shown in
Fig. 1. They belong to basically two groups: natural and forced.
An analogy to boundary layer transition can be made where the
mechanisms are either the natural amplification of Tollmien-
Schlichting ~T-S! waves, or the forced transition due to surface
roughness which has been termed by Morkovin as a ‘‘bypass’’
transition because the natural T-S amplification route is by-
passed. In a similar vein, consider the three kinds of wakes that
result from a thrust producing flapping foil, shown in Fig. 1. The
wakes resulting from the low amplitude oscillations shown in Fig.
1~a! and 1~b! can be termed ‘‘natural,’’ while that due to large
amplitude oscillation~Fig. 1~c!! can be termed ‘‘forced.’’ In the
former, a natural breakdown of the laminar wake is involved and,

as shown by Triantafyllou et al.@13#, the vortices distribute them-
selves spatially in an optimum manner. In such a natural wake
breakdown process, thrust efficiency may reach a maximum at a
preferred Strouhal number of the wake vortices. However, in the
forced case, the vortices are produced due to salient edge separa-
tion at the flap trailing edge and not due to any ‘natural’ break-
down downstream. Therefore, in the forced flapping case, thrust
efficiency cannot a priori be expected to depend on flap or wake
vortex Strouhal number. It is possible that a natural process de-
scribes the wake in a fish, while in many engineering experiments
today, the mechanism in fact is not natural, but is forced in char-
acter.

1.4.1 Relationship Between Strouhal Number and Efficiency.
There is much controversy in the understanding of the mecha-
nisms of biolocomotion. Gray’s paradox and the development of
compliant walls for drag reduction are examples of that. They
stem from appealing speculations but weak data. Another diffi-
culty is a paucity of controlled fluid dynamic experiments with
live animals in captivity or in their natural habitat~Fein@14#!. The
live biolocomotion data tends to have a large scatter due to large
uncertainties in the measurements of speed, dynamic scales and
efficiency~Fish @15#!. There is a general lack of accurate theories
to verify the mechanisms, the phenomena being viscous three-
dimensional and unsteady in nature. The picture is not entirely
gloomy though. The most developed is the case of two dimen-
sional small amplitude oscillating foils where there is a general
agreement between inviscid theories and measurements. However,
understanding is murky even in case of two-dimensional high am-
plitude oscillations, and more so in three-dimensional situations.
There are yet inexplicable differences between data sets of effi-
ciency and axial force. As the present work shows, the subject of
flapping foil propulsion is richer than reported in the literature.

In the present work, Strouhal number St of tail flapping appears
as an important variable.~Here, St5 f A/U, wheref is frequency,
A is amplitude of oscillation, andU is flow speed.! This could be
successfully incorporated into a control theory~Bandyopadhyay
et al. @3#!. However, efficiency is not the highest in the range
0.25,St,0.35. This calls for a closer examination of claims
about the effect of St on efficiency or other factors determining an
optimum behavior.

In the oscillating foil literature related to fish propulsion, there
is frequent unsubstantiated extrapolation from two-dimensional to
three-dimensional cases. The variable for optimization is some-
times not defined, and the St behavior of efficiency and drag re-

Fig. 1 Manifestations, namely natural and forced , of momen-
tum transfer from flapping foils. „a… Unsteady and continuous
distribution of vorticity in wake; „b… discretization „or wrapping …

of unsteady vorticity layer in wake via a natural instability pro-
cess; „c… forced discretization „or wrapping … of vorticity via sa-
lient edge separation at flap trailing edge, ‘‘bypassing’’ natural
instability process.
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duction ~compared to a rigid body! is assumed to be analogous.
Trainatafyllou and Traintafyllou~@16#, p. 4! have claimed that ‘‘a
Strouhal number between 0.25 and 0.35 is a hallmark of efficient
swimming.’’ This statement is too general and inapplicable to
both two-dimensional foils or three-dimensional foils attached to
rigid bodies, as the present work shows. There is no fish data on
the relationship between efficiency~h! and their tail beat Strouhal
number. Such a relationship, but for a two-dimensional oscillating
foil, is given in Trainatafyllou et al.@13#; however, very little data
are available and the peak in St is practically flat. A more exten-
sive data, again for two-dimensional foils is given in Anderson
et al. ~@11#, Fig. 5!, where a peak is reached at mostly lower or
sometimes even higher values of St, but certainly not in the range
0.25,St,0.35. Even in their two-dimensional work, St versush
does not have a universal relationship indicating that there are yet
unknown variables involved in efficient swimming. Wolfgang
et al.@12# have reported drag measurements on a swimming three-
dimensional scaled model of a bluefin tuna with a flapping tail and
a flexible body. A reduced drag is reported compared to the rigid
body suggesting a coupling of the body and tail motions. The data
base is limited in their paper. Drag reduction is reported to peak at
several Strouhal numbers. A number of additional variables, other
than St are found to be important. The present conclusion is that,
as more data is becoming available on both two- and three-
dimensional oscillating foils and on the interacting effects of at-
tached bodies/surfaces, the propulsion mechanism is emerging as
richer than reported: the role of St on tail flapping is not as simple
as originally thought, and there are other variables that affect ef-
ficiency and forces produced; the understanding is not adequate
and optimization issues are unclear.

1.5 Unsteadiness in Aquatic Locomotion. A remarkable
feature of the flapping foil locomotion of a fish like aquatic animal
is the production of large unsteady forces. On the other hand, in
man-made propulsive systems, resorting to such unsteady mecha-
nisms is rare. Further differences can be seen by comparing Figs.
2 and 3. These figures are due to the basic model in the present
experiment, namely a 76 mm diameter and nominally 1 m long
flow aligned cylindrical body, to which a pair of flapping foils are
attached at the tail. Figure 2 shows drag levels and indicate the
order of thrust for steady state. Figure 3 shows the unsteady axial
force signature due to flapping foils. In the former figure, the
steady drag levels at 20 cm/s are 1/100th of the peak unsteady
forces due to a pair of flapping foils attached to a rigid cylinder,
shown in the latter figure. The drag values in Fig. 2 are 1/50th of
the time mean thrust values shown in Fig. 3. Although these bio-
logically based mechanisms give us an impressive level of force,
their necessity in an aquatic animal is probably due to the amena-
bility of their origin, viz., an unsteady deterministic vortex shed-
ding, to active control. This makes precision maneuvering, de-
fined as quick acceleration and deceleration, and rapid turning
compared to body length, feasible.

The unsteady aspect of flapping foil locomotion depicted in Fig.
3 raises an intriguing question, namely, why do fish swim so
elegantly, meaning without jerkiness, although that is what one
would expect from Fig. 3? In this paper, we have also examined a
hypothesis, namely, is the head oscillation of a fish during swim-
ming also a propulsive mechanism that has a phased relationship
with the tail flapping, the net result being an uniform axial force
leading to the jerk-free motion? Simply put, this paper examines
these two unsteady locomotive aspects of a fish, namely, the flap-
ping of its tail and the oscillations of its head, in the context of a
rigid body which removes the apparent complication of the effects
of a flexible body.

1.6 Interaction of Main Body Length and Flapping Foil
Frequency. While the theoretical inviscid-flow efficiency of a
two-dimensional flapping foil is 100 percent, the efficiency of a
finite span flapping foil attached to a body would be lower, and
conceivably significantly lower.~Efficiency, to be defined later, is
given by the ratio of output power of the flapping foils to the
power input to the actuators.! How a finite body interacts with a
finite flapping foil is an important question. Yet, not much is
known about this interaction. Efficiency is generally difficult to
measure accurately in aquatic animals. However, evidence is pre-
sented below showing that the main body length is related to the
flapping foil mechanism in a dolphin. This is considered below
where dolphin swimming is modeled as a pendulum.

1.6.1 A Pendulum Model of Dolphin Swimming.The tail
beat mode of dolphin swimming is considered. It is hypothesized
that the tail beat frequency is related to the length of the dolphin
and the zeroth order swimming is modeled as a simple pendulum.
Available measurements of tail beat frequency are found to be
consistent with the model. It is shown that natural frequency var-
ies inversely with the square root of length, while the rate of
change of tail beat frequency with speed is universal.

1.6.1.1 Introduction: As mentioned earlier, in a bid to learn
from nature and apply to engineering, recently, the gap in maneu-
vering between fast yet agile species of fish like mackerel and
bluefish and small underwater bodies, has been quantified~Ban-
dyopadhyay et al.@1#!. The maneuvering ability is expressed as a
relationship between normal acceleration, nondimensionalized by
g(cg), and turning radiusr /L, wherer is turning radius andL is
fish or vehicle length. A departure from inverse power relation-
ship is observed at lower values ofr /L. However, a more consis-
tent trend is observed when speedU is expressed as body lengths
traveled per second (U/L). As considered below, this intriguing
appearance ofL is observed in dolphin swimming also. No satis-
factory explanation is available. Biological data sets tend to have
large scatter and mechanistic theories are generally few, but may
be worth developing to extract trends hidden in the apparent scat-
ter.

Dolphin swimming has been the source of several drag reduc-
tion concepts. Fein@14# and Rohr et al.@17# have pointed out that
the belief that dolphins possess any secret to drag reduction is

Fig. 2 Estimated steady state drag on the basic cylinder
model shown in Fig. 6. Horizontal axis: speed of water „cm Õs….

Fig. 3 Ensemble averaged time trace of axial force on the
model shown in Fig. 6. Positive axial force indicates thrust.
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based on their seeming extraordinary speeds, which however, are
largely anecdotal. That prompted them to take a fresh look and
undertake the measurements of dolphin swimming. However,
drag reduction is not the subject of this paper, but the measure-
ments out of that investigation will be used here. They have con-
ducted careful redundant measurements of speed (U), tail beat
frequency~f ! and amplitude~A!. The mean amplitudeA/L (0.2
60.08) is independent of speed. However, frequencyf varies lin-
early with speedU. The summary of thef ~versus! U data is
reproduced in Fig. 4. Linear fits to two of the four individual data
sets~h andm! are as follows:

f 50.4710.37U@m/s#~R250.72, Fish @15# ! ~h ! (1)

f 50.4510.35U@m/s#~R250.67, Rohr et al.@17# !.~m ! (2)

Here,R2 is the correlation of fit. Note that the extrapolated mean
trends do not go through the origin. Thef intercept forU50 can
be called the natural frequencyf 0 . The mean value off 0 is 0.47
Hz in Fish@15# and 0.45 Hz in Rohr et al.@17#, both forTursiops
Truncatus. In Fig. 4, observe that the limitedPseudorca
Crassidensdata of Rohr et al. fall below theirTursiops Truncatus
data and the loneLagenorhyncus Obliquidensdata from Lang and
Daybell @18# falls above, suggesting that their natural frequencies
f 0 are lower and higher than those given in Eqs.~1! and ~2!,
respectively. However, as shown in Fig. 5, when speedU is ex-
pressed as body lengths traveled per second, then the mean trend
in the captiveTursiopsdata of Kayan and Pyatetskiy@19#, given
below in Eq.~3!, that also describes the data in Fig. 4 well, passes
practically through the origin, in other words,f 50, for U@L/s#
50. ~The scatter inf data is within60.5 Hz.!

f 50.1511.1U@L/s# ~Kayan and Pyatetskiy@19# ! (3)

Equation~3! describes the mean trend in the data of Kayan and
Pyateskiy@19# and is not a fit to all the data sets in Fig. 4. A
somewhat steeper line passing through the origin might well de-
scribe the entire data set. Rohr et al. have remarked that the col-
lapse of theirPseudorca CrassidensandTursiops Truncatusdata
in f versus Ucoordinates are ‘‘noticeably poorer’’~Fig. 4!. How-
ever, observe in Fig. 5 that, when speed is expressed in terms of
body lengths traveled per second, then these data sets agree with
Eq. ~3! rather well. Considering the usual scatter of biological
data, the excellent collapse of five data sets in thef versus U/L
coordinates is probably indicative of the involvement of a zeroth
order mechanistic law. We interpret this collapse to mean that
natural frequencyf 0 is not universal, and only the slope off ver-
sus U is. This contains the hint that the variation off 0 between
data sets is somehow accounted for byL. These issues are not
clear in Eqs.~1! and ~2! because, as argued here, the dolphins in
Eqs.~1! and ~2! are of nearly the same length~Table 1!.

Biologists generally believe that, to allow a comparison, there
should be some manner of accounting for the differences in the
horse power of individual members of the same specie~adult ver-
sus young!, or between different species. Length appears to be an
easily measurable variable that is a rough measure of the muscle
power. However, while the data clearly highlights an important
role of length, this justification appears to be vague.

1.6.1.2 The Pendulum Model and Discussion:Now consider
the wake vortex pattern due to flapping foils attached to a main
body. Phase-matched laser Doppler measurements of vorticity-
velocity vectors in the wake presented later, show that, under right
conditions, a reverse Karman vortex street is produced and the
downstream pointing jet between the neighboring vortex pairs is
the source of thrust~Gopalkrishnan et al.@6#!. It is instructive to
compare this with the recent flow visualization of fluttering and
tumbling by Belmonte et al.@20#. They dropped long and short

Fig. 4 Measurements of dolphin tail beat frequency, repro-
duced from Rohr et al. †17‡. Legend: Fish †15‡: h-Tursiops
Truncatus ; Rohr et al. †17‡ m-Tursiops Truncatus , X-Pseudorca
Crassidens ; Lang and Daybell †18‡: j - Lagenorhyncus
Obliquidens . This data is modeled in the present work as a
family of parallel lines each being for a characteristic dolphin
length.

Fig. 5 Reproduced from Rohr et al. †17‡. Data in Fig. 4 is re-
plotted expressing swimming speed as body lengths traveled
per second. Legend: Fish †15‡: h-Tursiops Truncatus ; Rohr
et al. †17‡: m-Tursiops Truncatus , X-Pseudorca Crassidens ;
Lang and Daybell †18‡: j-Lagenorhyncus Obliquidens ; Kayan
and Pyatetskiy †19‡: — Tursips .

Table 1 Lengths of dolphins whose tailbeat frequencies are given in Fig. 4 and their modeled natural frequencies

Author Lang and Daybell@18# Fish @15# Rohr et al.@17# Rohr et al.@17#

Dolphin specie Lagenorhyncus Obliquidens Tursiops Truncatus Tursiops Truncatus Pseudorca Crassidens
Range ofL ~cm! 209 251–270 182–283 365
AverageL ~cm! 209 260 240 365
Natural Frequencyf 0 ~Hz! Based on Eq.~4! 0.34 0.31 0.32 0.26
Symbol in Figs. 4 and 5 j h m X
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strips of flat steel, plastic and brass in a narrow liquid filled tank.
One of two kinds of motion are possible: a predominantly side to
side oscillation~fluttering!, or an overturning~tumbling!. Whether
they fluttered or tumbled depended on the value of a Froude num-
ber, defined as the ratio of the time it takes for the strip to fall its
own length to the time it takes to execute the pendulum-like side
to side motion. Longer or lighter strips, which have a low Froude
number fluttered, while short and heavier strips, which have a
high Froude number tumbled. We observe that the wake pattern
during fluttering is identical to the thrust producing reverse Kar-
man vortex street generated by flapping foils mentioned earlier.
The close analogy of the wake pattern and the terms in the Froude
number, suggest that the dolphin wake could be modeled as a
simple pendulum.

The frequencyn of a simple pendulum is given by:

n5 f 051/~2pAL/g! (4)

The values of the range ofL of the dolphins in Fig. 4, and their
averages, are given in Table 1. The values of natural frequencies
based on the average lengths are also shown. The apparent scatter
in tail beat frequency characteristics between sets of dolphin
swimming data are explained. As shown in Table 1, we conclude
that natural frequency varies inversely with the square root of
length of the dolphin. We tentatively conclude that the rate of
variation of tail beat frequency with speed is linear and universal
for dolphins.

Two remarks of caution may be made. First, the experimental
data base has some gaps. In view of that, what has been presented
is an internally consistent model with a minimal number of invo-
cation of higher order effects. The present work may help plan
future experiments, because it highlights the importance of vary-
ing length and the need for tailbeat frequency data forU→0.
Second, while the inverse relationship between natural frequency
and the square root of length has been shown, a clarification of the
appearance ofg in the constant of Eq.~4! is needed. The appear-
ance of an Internal Froude number in the maneuvering work of
Bandyopadhyay et al.@1#, the appearance ofg in the present
model and the equivalence of longer and lighter strips, and short
and heavier strips in the work of Belmonte et al.@20# are intrigu-
ing. Perhaps a zero gravity experiment conducting measurements
of the tailbeat frequency of fish forU→0 in an aquarium and flow
visualization plus measurements of perturbed strips will help
clarify the mystery.

1.7 Rationale for This Work. The origin of this work lies
in the desire to learn about the mechanism of stealth and maneu-
vering as practiced by fish for potential application in underwater
vehicles. The current efficiency of propulsion of such vehicles is
very high and therefore, propulsion is not a focus per se. For
example, one is interested to learn if the fish wake dies down
quickly and what is the mechanism behind it. This has been met to
some extent because we have found that the flapping of a tail
produces tip vortices which have a tendency to dissipate faster
than steady conventional longitudinal vortices. The maneuvering
mechanism has been an area of focus. We have been interested in
learning about the fundamentals and their difference from engi-
neering practices. For example, one may ask, what allows a fish to
turn at a low radius with respect to body length, what makes their
response time low and makes their maneuvering so exquisitely
precise? This paper forms a part of a series of papers where some
of these results have been reported~Bandyopadhyay et al.
@1,2,3#!. In the present work, we have looked at the production of
discrete vortices due to tail flapping and head swaying of a fish,
and their interaction. Live animal or even laboratory simulations
and qualitative experiments have sometimes been reported, which
have led but only to notional descriptions of mechanisms. To
conduct precise measurements, the head and tail motions have
been simulated on a model and well controlled experiments have
been carried out. The main body is cylindrical and is not flexible.
This eliminates the added complication of a flexible body and

makes the cause and effects studied unambiguous. This has the
added advantage that we can study the fish control surfaces in
isolation and determine their potential for application to a rigid
main body of an engineering vehicle.

The movements of the tail and head of a fish are glaring mo-
tions and worth studying in a controlled engineering laboratory
experiment. However, there was another motivation for conduct-
ing the second experiment. The first experiment showed that effi-
ciency of thrust production is slightly higher in the waving mode
of operation of the rigid flapping foils than in the clapping mode.2

The waving mode produces a cross-stream moment and a small
yawing oscillation of the model that mimics fish swimming. This
also suggests a possible role of the body length as a relevant scale.
The higher efficiency in the waving mode led to the hypothesis
that there might be an additional vortex shedding process from the
nose that regulates the net thrust produced due to the vortex shed-
ding from the tail flaps.

1.8 Outline of This Work. Two water tunnel experiments
have been carried out on two rigid cylindrical models. In the first
experiment, the hydrodynamics of tail flapping has been studied.
A dual flapping foil device is used because, when the two flaps
operate out of phase~calledclapping modehere!, they produce no
net cross-stream force and there is no side-to-side head swaying.
The latter is a desirable property of underwater vehicles for head-
ing to a target. Dynamic measurements of axial and cross-stream
forces and moments have been carried out in a range of flapping
frequency, mode and flow speed. Dye flow visualization of vortex
shedding from the tail flapping foils has been carried out. Laser
Doppler velocimetry measurements in three-dimensional planes
have then been carried out of the same tail vortex shedding pro-
cess and these measurements are matched to the phase of tail
flapping. In the second experiment, the head swaying of a fish is
simulated by a nose vortex shedding device on the just mentioned
model with the dual flapping foil device attached to the tail. Dy-
namic measurements of the six-Cartesian components of forces
and moments acting on the entire model have been carried out.
The dynamic balance data have been ensemble averaged. The
mean axial force data have been compared with two-dimensional
theories and others measurements. The laser Doppler measure-
ments have been analyzed to produce vorticity-cross-stream ve-
locity vector maps, phase-matched to tail flapping, and also circu-
lation distributions. The hydrodynamic mechanisms have been
extracted. The experiments are described in Section 2. The results
and discussion of the two experiments are given in Sections 3 and
4, respectively. The conclusions are listed in Section 5.

2 Description of Experiments
Two experiments are described in Sections 2.1 and 2.2. The tail

flapping foil experiment is described first, which is followed by
the experiment on the interacting vortex shedding from the nose
and the tail flaps.

2.1 Experiments on A Pair of Flapping Foils Attached to
the Tail of a Rigid Cylinder. A schematic diagram of the water
tunnel model is shown in Fig. 6. Figure 7 is a photograph of the
partially assembled model. The cylinder diameter is 7.62 cm and
the length is about 1 m. The two flaps are 7.62 cm37.62 cm in
size. A fixed divider plate of the same size is located between the
two flaps. The divider plate serves to reduce the rigid body drag
and it also ‘‘trains’’ the vortex array allowing accurate phase-
averaged wake vortex measurement. The flaps are activated by
two magnetic actuators and phase is determined by two differen-
tial transducers that measure displacement. The actuators and
phase sensors are housed internally. The entire model ‘‘floats,’’

2A referee has pointed out the following. Animals using clapping motion~such as
seals! have fins that collapse when they are pulled apart, which then expand when
pushed together. Thus, the possibility remains that a clapping motion with nonrigid
fins may also be highly efficient if they are collapsed and extended at appropriate
phase.
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and is mounted on a six-component dynamic balance located un-
der the strut. The strut is fixed and hangs from the tunnel’s top
wall. The balance~ATI Inc.! measures the strain in a monolithic
structure containing three symmetrically placed beams. Tempera-
ture compensation and water proofing are provided. A balance
with high moment range had to be chosen. The axial force reso-
lution is 0.24N. The vortices shed by the flapping foils are created
by salient edge separation and, thus, their effects are independent
of any boundary layer tripping. The data presented here are
mostly for natural transition on the main cylinder because tripped
cases show little effect. The two flaps can be operated in one of
two modes, viz., clapping or waving—so named because of the
kind of animation they simulate~see Fig. 12!. In the clapping
mode, the two flaps approach or recede from each other simulta-
neously, while in the waving mode, the flaps always follow the
direction of motion of each other. In other words, in clapping, the
phase of the two flaps is opposite to each other, while phase is the
same in the waving mode. After the first experiment was com-

pleted, we observed that seals and sea lions, which have a stream-
lined body and are known as wonderful swimmers, also have
dual-flapping foils in their tails~Fig. 8!.

All measurements were performed for both flapping modes, i.e.,
waving and clapping. The balance measurements were conducted
with a single flap as well as the dual flap. The actions of the
maneuvering device and the phase sensors in air and in a water
tunnel were video taped~Bandyopadhyay et al.@21#!. The robust-
ness of the device was demonstrated by the fact that it worked in
the water tunnel nonstop for about five days during which time the
phase-matched turbulence measurements were carried out. These
measurements were conducted in the water tunnel at Virginia
Polytechnic Institute~Zeiger et al.@22#!. The cross-section of the
test section is large for our purpose: 0.56 m wide and 0.61 m deep.
The balance data were collected for flow speeds between 10 and
80 cm/s and flap frequencies of 2.65, 4.237, and 6.2 Hz. These
parameters are in the same range as those in several relevant
aquatic animals~Bandyopadhyay and Donnelly@23#!. The flow
visualization was carried out at 5 cm/s and the laser Doppler ve-
locity data were collected at 20 cm/s with a flap frequency of 2.65
Hz. The flap tip travel was commonly 38 mm, that is upto the
cylinder edge, which made an angle of 30 degrees about the axis.
Data acquisition was carried out in the following manner. First,
the balance data were collected. One desk-top computer was used
to operate the balance and another was used to read out, process,
and store the data. Next, a two-component laser Doppler anemom-
eter was used to make phase-matched turbulence measurements in
the wake. The measurements were conducted first in three axial
planes downstream of the flaps. Then they were conducted in
three cross-stream planes. The data were processed to produce
phase-averaged vorticity-velocity vector contours in the axial and
cross-stream planes. Finally, distributions of circulation were cal-
culated by two integral methods, i.e., velocity-time integrals and
vorticity-areas. The efficiency measurements were carried out in
the NUWC water tunnel, which is 30 cm330 cm in cross-section.

Fig. 6 Schematic diagram of the dual flapping foil device
mounted at the end of the tail cone of a rigid cylinder. Axis z is
along span of flap.

Fig. 7 Photograph of water tunnel model of the dual flapping foil device. Dual flapping
foils and divider plate are shown at the right end; to the left of foils lie the actuators, two
phase transducers, and actuator control circuits. The six-component load cell is located
at the junction of the strut and cylinder.
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2.2 Experiments on the Interaction of Phased Vortex
Seeding From Forebody and Tail Flaps. This model is shown
schematically in Fig. 9. Figure 10 is a photograph of the model
and the in-house built 3-channel digital phase controller of the
actuators. This model is essentially similar to that in the first ex-
periment~Figs. 6 and 7!, except for the oscillating nose slider and
the phase controller. Two magnetic actuators are used to oscillate

the tail flaps and two LVDTs are used to measure their phase as in
the first experiment. A third actuator is used to oscillate a 1 mm
thin plate near the nose.

The nose slider protrudes out of the cylinder surface alternately
at port and starboard sides. Figure 11 shows the distribution of
nose slider protrusion from the cylinder surfaceversusactuator
voltage. The maximum protrusion is 3–4 mm in the working
range of 12 V. This is of the order of the local thickness of the
boundary layer which is laminar at a flow speed of 20 cm/s. At a
nose slider frequency of 3.65 Hz and speeds of 20–40 cm/s, a
nose Strouhal number based on the slider protrusion of 3–4 mm
varies between 0.274 and 0.73.

The second set of experiments were carried out at flap frequen-
cies between 2.6 and 6.2 Hz and flow speeds of upto 1.5 m/s. A
computer driven controller was built to operate the actuators~Fig.
10!. All three actuators were operated at the same frequency. The
phase of the nose actuator was digitally shifted with respect to the
flaps by means of a software. The tail flap actuators operated in
phase~clapping mode!. The drag balance was operated by a sec-
ond computer. A third computer was used to monitor the tunnel
characteristics in real time and for acquisition of all data, namely
the balance output, flap phase, actuator currents and voltages and
their phase, and flow speed. The balance signals were digitized at
250 Hz and the other signals at 8 KHz. The balance trace was
ensemble averaged over 5 cycles of flap oscillations and then a
three-point averaging was performed to further filter out. The flow
speed was measured both by a Pitot tube located in the test section
near the tail of the model and also from the pressure drop along
the tunnel nozzle. The experiments were carried out in the NUWC
Low Speed Water Tunnel. The test section is 30 cm330 cm in
cross-section and the length is 3 m. The tunnel is ‘‘noisy’’ at low
speed.3 Close tracking of flow speed with a sensitive Pitot tube
mounted in the test section is required for accuracy. This is in
view of the fact that the mechanism on hand is exquisitely Strou-
hal number dependent. A perforated metal plate was placed in the
latter experiments downstream of the test section to improve flow
steadiness at low speeds.

3 The Swimming Hydrodynamics of a Pair of Flap-
ping Foils Attached to the Tail of a Rigid Body—Results
and Discussion

3.1 Flow Visualization. Dye flow visualization was carried
out to examine the vortex shedding process at a flow speed of

3Turbulence intensity in the tunnel measured with LDV is 0.25–0.5 percent be-
tween 20 cm/s and 6 m/s. However, the drive rpm varies about62 rpm below 1.5
m/s which causes a 3–5 percent variation in the freestream speed. This behavior is
not well reflected in the turbulence intensity data. Installing a perforated plate at the
downstream end of the test section minimized this unsteadiness. All unsteadiness can
be completely eliminated at low speeds by building a flow apparatus with a drive that
is specially engineered to work only in low speeds, rather than cover a large speed
range.

Fig. 8 The caudal fins of seals and sea lions are examples of
dual-flapping foils which make them wonderful swimmers

Fig. 9 Schematic of second model. A software operated digital
controller is used to select the phase lag of the nose slider
actuator relative to the two flap actuators which operate in
phase, called waving mode here „as opposed to clapping mode
where they operate in anti-phase ….

Fig. 10 Photograph of second model and digital controller of
actuators

Fig. 11 Variation of nose slider depth with actuator voltage
and frequency

Journal of Fluids Engineering JUNE 2000, Vol. 122 Õ 225

Downloaded 03 Jun 2010 to 171.66.16.148. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



5 cm/s. The vortex is forced to rollup at the flap tip and is shown
in Fig. 12 for the two modes of flapping. The complete wake
can be seen in the video~Bandyopadhyay et al.,@21#!. For a
flap angle of 30 deg, the outer tip vortices are spread at an
angle of 70 deg to the axis, the resulting wake spread angle being
140 deg. This is a very wide wake that produces thrust and ma-
neuvering forces. As shown later, this wake dissipates very
quickly.

3.2 Definition of Coefficients. The coefficient of axial
force,ca , is defined as

ca5
F

1/2rU`
2 D2 , (5)

whereF is axial force, being positive for thrust,r is density of
water andU` is freestream velocity. WhenF is positive, ca

Fig. 12 „a… Flow visualization tests of clapping mode: flaps closing „top, graphic depiction; bottom, photograph … „b… Flow
visualization tests of clapping mode: flaps opening „top, graphic depiction; bottom, photograph … „c… Flow visualization tests of
waving mode: flaps toward port „top, graphic depiction; bottom, photograph … „d… Flow visualization tests of waving mode: flaps
toward starboard „top, graphic depiction; bottom, photograph ….
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5ct , the coefficient of thrust, and whenF is negative,ca5cd , the
coefficient of drag. The coefficient of yawing moment is defined
as

cm5
T

1/2rU`
2 D3 , (6)

whereT is yawing moment,D is the length scale of the model and
flaps. Time,t, is nondimensionalized ast* 5tU` /D. The Rey-
nolds number is defined as

Re5
U`D

n
, (7)

wheren is kinematic viscosity of water. In calculating vorticity,
velocity and circulation, nondimensionalization is performed us-
ing U` for velocity scale,D for length scale, andD/U` for time
scale.

The Strouhal number, St, of tail flaps, is defined as

St5
f A

U`
, (8)

where f is flapping frequency andA is maximum crossstream
travel of a flap tip.

Efficiency of the flapping foils is defined as

h5
Output Power

Input Power
5

T•U`

ha*2VIdt
, (9)

whereT is integrated thrust,ha is actuator efficiency,V andI are
actuator volts and currents, respectively. The factor 2 accounts for
two actuators.

3.3 Forces and Moments

3.3.1 Time Signatures.The ensemble-averaged coefficient
of axial force (ca) due to a single flapping foil is shown in Fig.
13~a!–~c!. A net thrust is produced only at 4.24 Hz. For the dual-

Fig. 13 Ensemble-averaged coefficient of axial force „c a… due to a single flapping foil; positive
values indicate thrust „c t… and negative values indicate drag „c d…; U`Ä20 cm Õs: „a… 2.6 Hz, „b…
4.24 Hz, and „c… 6.2 Hz. LVDT signature indicates flap phase Æhighest values: flap fully open;
lowest values, flap fully closed.
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flapping foil case, the ensemble-averaged time histories of axial
force and yawing moment are shown in Figs. 14 and 15, respec-
tively. A thrust is produced at all three frequencies. In Fig. 14,
positive values of force indicate thrust and negative values indi-
cate drag. Clearly, the device has produced more thrust than drag.
The net values of the moment can be made nonzero and acting
toward port or starboard by operating the flaps differentially. The
data in Fig. 15 have been used to design control laws for maneu-
vering ~Bandyopadhyay et al.@3#!. Observe the 90 deg phase dif-
ference between axial force and yawing movement.

Yawing moment is at a maximum or a minimum when the flap
is at its extremity and axial force is at a maximum or a minimum
when the flap is at the mid-point of its travel.

3.3.2 Thrust Coefficient and Efficiency.The distributions of
the coefficient of axial force with Strouhal number are shown in
Fig. 16. The dual flapping foil data are compared with the two-
dimensional theories of Lighthill@9# and Chopra@24# and the
two-dimensional measurements of Triantafyllou et al.@16# and
Isshiki and Murakami@25#. Our measurements are also compared
with the discrete forced vortex momentum model of Bandyo-
padhyay@26#. Here, the mass of water affected per unit span of
flap, as contained in the discrete vortices formed at the salient
edges of the flaps, is taken to be

2nu•Rn , (10)

Fig. 14 Ensemble-averaged axial force and flap opening due to dual-flapping foils in clapping
mode. High LVDT values Æflap fully open; low LVDT values Æflap fully closed. The flaps are
actually in opposite phase. „a… 2.6 Hz; „b… 4.24 Hz; „c… 6.2 Hz.
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where nu5c•V. Here nu is azimuthal speed of the flap,Rn is
vortex radius at the flap tip,c is flap chord5D; V is rotational
speed of flap52p f , and the factor 2 accounts for two vortices
formed in each cycle of flapping.

From dye flow visualization experiments,Rn was taken to be
0.173 cm at all values ofU` andf. From the phase-matched LDV
measurements shown in Fig. 17, the axial jet speed relative toU`
was taken to be 60 cm/s at all values ofU` and f. Thrust coeffi-
cients calculated using these values of mass of water affected and
jet speed are also shown in Fig. 16. Several interesting trends are
revealed in Fig. 16. First, the discrete forced vortex model thrust
is higher than that due to the low amplitude inviscid theory. Sec-
ond, for St,0.15, all data tend to the inviscid theory line which is
reminiscent of the natural manifestation in Fig. 1~a!. Third, the
data fan out from the small amplitude inviscid line for St.0.15
displaying the effects of frequency and mode of flapping. The fact
that the data do not collapse for St.0.15, indicates that Strouhal
number of flapping does not account for all the dynamics. In fact,
at the highest end of St, axial force coefficient increases system-
atically with frequency. Third, the data tend to the discrete forced
vortex model line at higher values of St and frequency of flapping.
The behavior for St.0.15 and higher values off is reminiscent of
the forced nature of the wake as introduced in Fig. 1~c!. The
momentum model appears to be the asymptotic limit of thrust that
can be produced by the forced flapping foil technique. Fourth, in
the St range common among fish~Triantafyllou @13#!, some of the
dual flapping foil data (f 54.24 Hz) exhibit sensitivity to St,
which is not yet captured by any theory. The sensitivity of the
cylinder model atf 54.24 Hz is discussed further later. These re-
sults support the classification of flapping foil wakes into two
categories, viz., natural and forced. The former is a low St
asymptotic behavior, while the latter is a high St high frequency
asymptotic behavior. In this light, Fig. 16 can be treated as a
stability diagram.

In case of the rigid body and forced shedding, the shed vortices
do not propagate tangential to the trailing edge when the flap is at
the outer extremity. In the range of 5–20 cm/s, while the flap
trailing edge is at 30 deg to the axis, the outboard vortex moves
away from the axis at 70 deg. There is also a rapid decay in the
vortex circulation~discussed later, Figs. 28 and 29!.

The axial force efficiency of the flapping foil device~Eq. ~9!! is
shown in Fig. 18. The efficiency of the magnetic actuator,ha , is
assumed to be 18 percent as supplied by the manufacturer. The
actualha is lower and, thus, the actual values ofh of the dual

Fig. 15 Ensemble-averaged „a… axial force, „b… yawing mo-
ment, and „c… flap phase in waving mode; U`Ä20 cm ÕsÕs; f
Ä6.2 Hz. The flaps are actually in phase.

Fig. 16 Comparison of measurements of axial force „thrust …
coefficient

Fig. 17 Phased-average measurements of axial jet speed due
to dual-flapping foil. Axial velocities shown are relative to U` of
20 cm Õs. Measurements in two different planes are compared.
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flaps shown are higher. There is a general agreement with Trian-
tafyllou’s @13# experiment on a two-dimensional heaving and
feathering foil. It is interesting to note that the dual flaps show a
tendency to achieve a higher efficiency in the waving mode. Be-
cause the nose exhibits a yawing oscillation in the waving mode,
it is hypothesized that this sheds vortices which lowers the drag
on the rigid body due to boundary layer interaction, or it enhances
the thrust~by augmenting jet speed! due to the vortices produced
by flapping. This line of thinking led to the second experiment.

The efficiency plots in Fig. 18 include the cylinder drag. The
viscous and form drag coefficient of the cylinder is 0.145. When
this is taken into account, the efficiency of the flapping foils alone
are higher as shown in Fig. 19. At lower values of St, efficiency
has a stronger dependence onf.

All measurements of axial force coefficient due to single and
dual-flapping tails are shown in Fig. 20. Both thrust and drag
producing cases are included. The trend displays a sensitivity tof.
At f 52.6 and 6.2 Hz, the single foil does not produce a net thrust.
However, it does atf 54.24 Hz, where the single and dual flaps in
both modes follow a similar trend. Tripping of the cylinder
boundary layer has no effect on the thrust produced. The data
indicate that thrust produced is governed by St,f, and number of
flaps. Mode of flapping has a minor effect. According to Trian-
tafyllou ~Pvt. Comm. 1997!, the ‘‘robotuna’’ vortex cores make
an angle of 10–15 deg to the forward direction. However, the
wake angle is 140 deg in the present case. The wider wake growth
in the present case of a rigid cylinder requires a closer examina-
tion.

3.3.3 Sensitivity to Strouhal Number and Flapping Fre-
quency: Single Foil Case.Figure 21 shows the time-averaged
coefficients of axial force and pitching moment for one single foil
attached to the rigid body in the presence of the dividing plate.
The coefficients do not depend solely on St, they also depend on
f. The sign of the axial force and yawing moment change when
f 54.24 Hz. For the single flap, the higher sensitivity ofca andcm
to St atf 54.24 Hz can be further demonstrated by examining the
unsteady behavior. Figures 13 and 14 show that a peculiar aspect
of the fish propulsion and maneuvering mechanism is the fact that
large unsteady forces are produced to generate a range of time-
averaged levels. We believe that this unsteady behavior holds the
key to its propulsion and maneuvering mechanism and the long-
time-averaged values do not clarify this. The maximum and mini-
mum values within a cycle of the time signatures ofca andcm(y)
are expressed as

y5ea~St!n, (11)

where the exponentsa andn are characteristics off. The sensitiv-
ity Q is then given as

Q5nea~St!n21. (12)

The values ofQa andQm are calculated at St50.3 as shown in
Fig. 22. The sensitivity of the unsteady mechanism is highest at
f 54.237 Hz. The cause of this sensitivity tof is not well under-
stood. Triantafyllou and coworkers have not examined moments
and have not noticed such dependence on (St,f ). We propose that
an interaction between the vortex shedding from the cylinder and
the flapping foil is causing an instability in the vortex train. An-
other Strouhal number involving the length of the cylinder, am-
plitude of its head swaying, andf are likely involved. The result is

Fig. 18 Measurements of the axial force efficiency of the dual-
flapping foils

Fig. 19 Estimated efficiency of dual-flapping foils. Estimated
values of bare body drag „viscous ¿form … removed from mea-
surements of total efficiency „rigid body ¿flapping foils … shown
in Fig. 18.

Fig. 20 Summary of all single- and dual-flap axial force coef-
ficients. Solid line: Two-dimensional discrete Vortex Shedding
Model of Bandyopadhyay †26‡. Both thrust- and drag-
producing cases are shown. Note that body drag is included in
axial force.
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a catastrophic switch from a regular Karman train to a negative
Karman train. Further work is needed to verify this hypothesis.

3.4 Vortex Shedding: Vorticity-Velocity Vector Maps

3.4.1 Vorticity-Velocity Vector Maps.The vorticity-velocity
vector measurements of the vortex shedding process from the tail
flapping foils, phase matched to its motion, were carried out at a
flow speed of 20 cm/s. Their maps in the axial~diametral! mid-
plane (z50) are shown in Figs. 23, 24, and 25 for clapping,
waving and clapping modes, respectively~phase is given byt*
5tU` /D)d50. Similarly, the phase-matched vorticity-velocity
vector maps in the cross-stream plane at the trailing edge of the
flap (x/D50.066) are shown in Figs. 26 and 27 for the waving
and clapping modes, respectively. Such maps were used to com-
pute circulation values of the vortices by two methods: by calcu-
lating velocity line integrals and vorticity area integrals. The dis-
tributions of circulation of the axial vortex generated at the flap tip

are shown in Figs. 28 and 29 forx/D50.0656 and 0.5577, respec-
tively. The two methods of circulation calculation, based on
vorticity-area and velocity-line integrals, are in reasonable agree-
ment. Note that within a short length after formation (x/D
>0.5), the absolute value of the minimum circulation has
dropped by a factor of 3. Measurement resolution is higher in Fig.
23. This figure captures the radially far-flung vortices. The maps
in Figs. 23, 24, and 25 show the jets between vortex pairs which
give rise to thrust. The information in Figs. 26 and 27 has been
used in Fig. 30 to depict the trajectory of the axial vortex sche-
matically and the effect of the divider on it. The vortex arrays and
the mechanism of thrust and yawing moment are depicted sche-
matically in Figs. 33 and 34, for clapping and waving modes,
respectively.

Figures 24 and 25 indicate that, in the clapping mode, the two
flaps produce arrays of vortices that are mirror images. They pro-
duce a net thrust but no net maneuvering cross-stream forces~Fig.
33!. On the other hand, in the waving mode, the two arrays of
vortices from the two flaps are staggered in the streamwise direc-
tion. Due to this fact, the waving mode produces both axial and
cross-stream forces~Fig. 34!. The vortex shedding process is

Fig. 21 „a… The variation of time-averaged axial force with
Strouhal number in the single foil-rigid body cases; „b… the
variation of time-averaged yawing moment with Strouhal num-
ber in the single foil-rigid body case

Fig. 22 „a… Sensitivity of unsteady axial force in single flap-
ping foils to flapping frequency at St Ä0.3; „b… sensitivity of un-
steady yawing moment in single flapping foils to flapping fre-
quency at St Ä0.3
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clarified in Figures 31–34. Figure 31 shows a drag-producing
wake behind a hydrofoil where the induced flow between a pair
ofshed vortices is pointed upstream. When the foil is oscillated,
the wave train shown in Fig. 32 is produced when the induced
velocity points in the downstream direction, which gives rise to
thrust. The clapping mode produces the mirror-image vortex train
shown in Fig. 33 and the waving mode produces the staggered
vortex train shown in Fig. 34. The cross-stream maps in Figs. 26
and 27 were examined for clues to higher efficiency in the waving
mode. The wake is three-dimensional due to the finite nature of

the flaps. The figures show that the shed axial vortex lying within
the divider propagates inward toward the axis of the model while
the outer shed axial vortex shows no such tendency. This is shown
schematically in Fig. 30. After it is fully formed, the inner axial
vortex turns elliptic and takes an inclined position in they-zplane.
In the clapping mode, during the outward motion of the flaps, four
axial vortices would tend to converge near the model axis increas-
ing vortex-vortex and vortex-wall interactions. The induced drag
will likely be more affected in the clapping mode than in the
waving mode.

Fig. 23 Vorticity-velocity vector plots in the axial plane for clapping. The velocity perturbations are with
respect to freestream velocity. Filled squares on the y -axis indicate the location of flap trailing edge in this
and succeeding figures. Note that, when the flap is at outboard extremity, the outer-most vortex trajectory
is at 70 deg to the x-axis which is much larger than the flap trailing edge angle of 30 deg.

Fig. 24 Vorticity-velocity vector maps in the axial plane in the waving mode.
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4 Phased Vortex Seeding From Forebody for Thrust
Modulation in a Rigid Cylinder With Flapping Foil
Thrusters

4.1 Results. Measurements of axial force are shown in Fig.
35 where the ensemble averaged traces are compared for nose
slider on/off cases. The time lag in the on-case is zero with respect
to the tail flaps. Mainly the peak levels of thrust, and to a lesser
extent the drag values as well, are enhanced by the nose vortex
seeding. The time integrated value increases in the on-case, but is
only above zero within the uncertainties of measurements. The
effect of a lag in nose vortex shedding is shown in Fig. 36. Par-
ticularly the thrust peaks are highest at a lag of 300 degrees and
lowest at 120 degrees. The difference between the two lags is 180
degrees which shows that an exquisitely phase-dependent mecha-
nism is involved.

These experiments suggested that nose vortex seeding did have
a temporal effect on the axial forces. The experiments were re-
peated at a Strouhal number where the net axial force was clearly
a thrust. A perforated plate was installed in the downstream end of
the test section to steady the low speed streams. The results are
shown in Figs. 37 and 38. Figure 37 shows the temporal effects of
a phase lag in nose vortex seeding. The thrust peak is highest at
300 deg and lowest at 120 deg. The effects of phase lag on the
time integrated thrust levels are shown in Fig. 38 at three Strouhal
numbers St, of tail flapping (5 f A/U). A sinusoidal effect of lag
on net thrust is present. The net thrust is enhanced around 120 deg
and reduced at 300 deg. The integrated effect is opposite to the
effects on peak values of thrust and drag.

Because the mechanism is exquisitely dependent on Strouhal
number St, care had to be taken in tracking the freestream speed.
Recall that a perforated plate was installed in the test section to

Fig. 25 Vorticity-velocity vector maps in the axial plane in the clapping mode

Fig. 26 Vorticity-velocity vector maps in the cross-stream plane in the waving mode; x ÕDÄ0.066. Filled square markers at
zÕDÄ0.5 within each frame indicate flap location.
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Fig. 27 Vorticity-velocity vector maps in the cross-stream plane in the clapping mode; x ÕDÄ0.066. Filled square markers at
zÕDÄ0.5 within each frame indicate flap location.

Fig. 28 Vortex circulation versus flap phase; starboard flap x ÕDÄ0.0656, „a… waving and „b… clapping

Fig. 30 Schematic diagram showing the inward trajectory of
the inner shed axial vortex „a… as opposed to the outer shed
axial vortex „b… in both modes of flap oscillation

Fig. 31 Schematic of production of drag „momentum deficit …

and yaw force due to a Ka ´rmán vortex train

Fig. 29 Circulation distribution at a downstream station „x ÕDÄ0.5577… compared to that in Fig. 28, „a… waving and „b… clapping
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achieve steady freestream speeds. The speeds and Strouhal num-
bers are 16.2–21.0 cm/s and 0.6–0.46 in Fig. 38~a!, 27.4–30.5
cm/s and 0.375–0.337 in Fig. 38~b!, and 36.0–37.8 cm/s and
0.276–0.263 in Fig. 38~c!, respectively. The speed variation be-
tween runs, is within 5 percent at a nominal speed of 40 cm/s,
which increased to 20 percent at lower speeds of 20 cm/s. The
measurements reported in Fig. 38 are for those runs where the
freestream speed remained nearly constant over several successive
runs. At that condition, the Pitot readings were at worst, within
5 percent from that obtained from the nozzle pressure drop. The
scatter can be reduced by holding the freestream speed more ac-
curately.

Inspite of the scatter in the data, Fig. 38~a! indicates that net
thrust is slightly enhanced compared to the off case. No attempt
has been made to optimize the protrusion of the nose slider for
thrust enhancement. This could best be carried out by computa-
tional methods.

4.2 Mechanism of Thrust Modulation. Several questions
arise:~1! what is the mechanism of thrust modulation?~2! is there
any viscous drag reduction over the cylinder involved?~3! how
are the presumably tiny nose vortices surviving a distance of 1 m?
~4! how relevant are the results to fish locomotion? A hypothesis
of flow mechanism given below attempts to provide qualitative
answers to these questions.

A starting point would be the question: what is the trajectory of
the shed nose vortex? Dye flow visualization and phase-matched
laser Doppler measurements of vorticity and velocity vectors of
vortex shedding from the flapping foils at the tail reported earlier,
is instructive. They indicated that the forced shed vortices from a
moving surface do not propagate along the tangent at the trailing
edge. In a similar manner, in Fig. 39~a! it is hypothesized that the
shed vortices from an oscillating surface-normal plate would track
at a higher elevation than that from a non-moving obstruction
would. This would allow the vortices not to interact with the

Fig. 32 Schematic of production of thrust „momentum ex-
cess … and yaw force due to a negative Ka ´rmán vortex train

Fig. 33 Schematic of vortex train in clapping mode showing
the origin of axial and crossstream force vectors

Fig. 34 Schematic of vortex train in waving mode showing the
origin of axial and crossstream force vectors

Fig. 35 Ensemble averaged trace of axial force on the model.
Tail flap St Ä0.25– 0.35. Nose slider: „a… off, „b… on.

Fig. 36 Effect of phase lag of nose slider on axial force. Tail
flap St Ä0.13. Lag: „a… 120 deg, „b… 300 deg.
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cylinder boundary layer and to survive longer. As sketched in Fig.
39~b!, the vortices might undergo a pairing process increasing
their spacing and survivability. The seed vortices then interact
with those formed by the oscillating flaps. Further pairing could
ensue. Negative vortices marked A, B, and C on the port side
would have a common induction due to proximity with the posi-
tive vortex D and give rise to a downstream vectored jet over the
phase 0–180 deg. This would be followed by an agglomerated
induction of similar but negative vortices from the starboard side.
The net interaction results in themodulation of the vector of the
jets between pairs of vorticeswhich is the source of the axial
force. This mechanism is primarily rotational and inviscid.

The present work suggests that if the head movement of a fish
sheds vortices, then the body waving may be a mechanism to
ensure the survivability of these vortices in the presence of cross
currents so that eventually they become available to modulate the
thrust produced by the caudal fins.

5 Conclusions
Two experiments have been carried out in water simulating

unsteady fish hydrodynamics on a rigid cylinder. The focus is on
the tail oscillation and the swaying of the forebody. The tail os-
cillation is generated by a pair of flaps which are operated in one
of two modes: clapping and waving. They mimic the motion of

the pectoral and caudal fins of a fish, respectively. This clapping
motion is also found in insects. Detailed dynamic measurements
have been carried out of the forces and moments on the entire
model, and also of the three-dimensional vorticity-velocity vector
field of the vortex shedding process in the near wake. The present
work has revealed the presence of several interacting effects and
scales. Several questions have been raised and the following con-
clusions are drawn.

1 The dolphin swimming data shows a relationship between
body length and tail flapping frequency which can be modeled as
a simple pendulum. The implication is that, for aquatic animals,
the longitudinal structural modes of the body and the vortex shed-
ding process from the head and tail are coupled.

2 The generation of vortex trains in the wake due to flapping
foils can be termed as natural or forced. The present work falls in
the latter category where a salient edge separation at the flap trail-
ing edge is forced. The transverse wake vortices that are shed,
follow a path that is wider than that given by the tangents to the
flapping foils. The peak value of the circulation of the flap tip
axial vortex drops by a factor of three within a distance of only
half the flap width.

3 Significant higher order effects appear in axial force coeffi-
cients when Strouhal number of tail flapping foils is above 0.15.
The axial force coefficient due to flapping foils is bounded be-

Fig. 37 Ensemble averaged time trace of axial force on the model. „a… Nose slider phase lag: 0 deg; „b… 60 deg; „c… 120 deg; „d… 180
deg; „e… 240 deg; „f … 300 deg.
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tween two asymptotes-the natural distribution given by inviscid
theories at lower end, and an asymptote given by the characteris-
tics of a forced and discrete shedding process at the higher end. In
between, the nature is not universal, but transitional, where details
like the mode and frequency of flapping and the number of flaps
are influential.

4 Dynamic measurements of axial force and phase-matched
measurements of the vorticity-velocity vector maps in the axial
and cross-stream planes have confirmed the production of thrust
in a rigid body due to flapping foils attached to its tail. The origin
of thrust in the establishment of a jet producing vortex structure in
the wake is shown via direct measurements. These measurements
are a database for the validation of unsteady computational codes.

5 There is a misconception in the literature about Strouhal
numbers and efficiency of fish and two dimensional flapping hy-
drofoils. While this may be true for natural shedding processes,
there is no data yet showing that fish attains a sharply peaked
highest efficiency in the range 0.25,St,0.35. Several species of

fish operate in this range when they swim at their highest speeds.
However data about efficiency and a sharp peaking is so far lack-
ing.

6 Efficiency of axial force production reaches a peak below the
Strouhal number range of 0.2520.35. Strouhal number of tail
flapping does emerge as an important parameter governing the
production of net axial force and efficiency, although it is by no
means the only one. Flapping frequency and mode of flapping,
namely waving and clapping, are important as well in the forced
shedding mechanism. The efficiency of thrust production is
slightly higher in the waving mode of oscillation of the dual flap-
ping foils in the tail -a mode of motion that mimics the swaying
of the forebody of a fish. The importance of induced drag has
been traced to the flapping mode and the attendant interaction of
the flap-tip axial vortices.

7 The phase variation of a simulated and minute head swaying,
can modulate axial thrust produced by the tail motion, within a
narrow range of65 percent. This precision indicates that the
phase relationship of vortex shedding from various discrete vor-
ticity generating surfaces is an effective tool of maneuvering in a
fish.

8 The general conclusion is that, the mechanism of discrete
deterministic and phased vortex shedding produces large unsteady
force vectors, which makes it inherently amenable to active con-
trol and suitable for precision maneuvering.
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Force and Power Estimation in
Fish-Like Locomotion Using a
Vortex-Lattice Method
The forces and power needed for propelling at constant speed an actively swimming
flexible fish-like body are calculated. A vortex-lattice method based on a linearized theory
is employed and the results are compared against slender body theory predictions, as well
as experimental data from an eight-link robotic instrument, the RoboTuna. Qualitative
agreement is found between our method and slender body theory; with quantitative agree-
ment over certain parametric ranges and disagreement for other ranges of practical
interest. The present linearized vortex lattice calculations predict the power needed for
propelling the RoboTuna with less than 20 percent error in most experiments conducted.
@S0098-2202~00!01202-5#

1 Introduction
Reported outstanding swimming performance from live fish has

sparked considerable attention from many investigators. Lighthill
@1,2# applied slender-body theory to model the forces acting on a
flexible swimming body, obtaining explicit expressions for the
thrust force, power needed and propulsive efficiency. Within
slender-body theory the time-averaged thrust force is determined
only by the geometrical shape and movement characteristics of
the abruptly ending tail. Wu@3# first studied the swimming motion
of a two-dimensional plate and obtained closed-form solutions for
the thrust force using conformal mapping. He gives a clear expla-
nation of how the features of vorticity shed in the wake provide on
average a net jet flow, which is closely associated with the devel-
oped thrust: A flow develops consisting of a staggered array of
vortices, resembling a Ka´rmán vortex street, but with reverse di-
rection of rotation, compatible with the generation of a jet flow.

Subsequently, Wu@4# and Lighthill @2# studied the swimming
of slender fish, obtaining the same results as Lighthill@2# when no
vorticity is shed from the main body of the fish. A different result
is obtained when body vorticity is shed: The rear part of the fish,
defined as the portion after the point of maximum transverse
height~i.e., with contracting lateral dimension! is modeled to have
sharp ends, hence causing the flow to separate when the body
moves transversely to the main flow. The interactions of the up-
stream shed vorticity with the oscillating lifting surface tail fin can
modify the net force and power on the body. As shown similarly
by Newman and Wu@5# and Newman@6#, the interaction of the
tail fin with the impinging flow perturbations from upstream can
result in improved performance.

Although the slender-body theory developed by Lighthill@1,2#
and Wu@4# gives simple closed-form solutions for the hydrody-
namic lateral and thrust forces on a swimming flexible body, there
are several approximations and assumptions made. First, it is as-
sumed that the body is slender; however, the aspect ratio of a
typical fish body is in the range between 0.2–0.5, with a caudal fin
of high aspect ratio, especially for fast fish and cetaceans. This
combination of a low-aspect-ratio lifting body with a high-aspect-
ratio lifting surface may violate assumptions of slender body
theory, and thus there are uncertainties as to the accuracy of the
results provided by linear theory for arbitrary fish forms. The
linear, ideal flow theory of unsteady foil motions has been studied

by several investigators~Wu @4#, Lighthill @2#, Chopra@7#, Chopra
and Kambe@8#!, providing unique insights into the performance
characteristics of a high-aspect-ratio lifting surface as a propulsive
device, with nonlinear corrections to the linear theory by Lighthill
@2# and Chopra@9#. Katz and Weihs@10,11# showed that adding
flexibility to a foil oscillating in pitch and heave may significantly
increase the efficiency with marginal reduction in thrust. Works
by Bose and Lien@12,13# highlight the thrust production dynam-
ics and efficiencies of fin whale fluke geometries, revealing en-
ergy absorption mechanisms in addition to high efficiencies which
may be utilized by swimmers. These works form a solid founda-
tion of evidence suggesting that the oscillating lifting surface is an
efficient method of producing thrust, resulting in high values of
lift coefficient and delayed stall, but they do not consider the
interactions of a low-aspect-ratio body producing lifting forces
upstream of the tail. Thus, the integral performance of the system
is difficult to evaluate analytically.

In order to assess the accuracy of the slender body theory, we
employ a vortex-lattice method to predict numerically the thrust
forces and propulsive efficiency of the fish-like motions of a low-
aspect-ratio lifting body connected to a high-aspect-ratio lifting
surface tail. The vortex-lattice method~VLM ! has been used
widely in the fields of aeronautics and hydrodynamics to predict
the lifting forces on bodies of arbitrary planform, such as airplane
wings ~Katz and Plotkin@14#! or propeller blades~Greeley and
Kerwin @15#!, without geometric restrictions on the slenderness of
the body. Although the viscous resistance of the body is an im-
portant quantity to the performance of the fish-like swimming
motions, we are primarily interested in thrust development, which
is expected to be a largely inviscid mechanism in the absence of
significant bluff body flow separation and must balance the vis-
cous resistance for steady straight-line swimming. While the
VLM has been used mostly to predict lift forces in some cases it
has been applied to the prediction of thrust force as well. Lan
@16,17# applied the method to estimate the thrust forces produced
by oscillating rigid plates. He showed how to properly evaluate
the leading-edge suction force, which often contributes a large
portion of the total thrust force. Cheng et al.@18# used a similar
method to study the swimming of three-dimensional waving flex-
ible plates. Most recently, Sverdrup@19# completed a comprehen-
sive numerical investigation of the performance of three-
dimensional flexible swimming plate motions for varying
kinematics using a VLM, identifying regions of outstanding per-
formance for specific ranges of kinematic parametric
combinations.

More sophisticated numerical methods have been developed re-
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cently to predict the propulsive performance of fish-like bodies
and oscillating foils. Liu@20# developed an inviscid panel method
to predict the forces on a three-dimensional oscillating wing with
chordwise and spanwise flexibility, but neglected the influence of
any upstream body on the total force or inflow into the tail. Wolf-
gang@21# utilized a similar three-dimensional method to investi-
gate the near-body and wake hydrodynamics of a variety of swim-
ming fish, with multiple fully-nonlinear desingularized wake
surfaces, and showed that upstream shedding of vorticity by the
fish body by anterior fins is controlled by the oscillating tail to
enhance performance and maneuverability~Wolfgang et al.@22#!.
In both these panel methods, the effects of viscosity are confined
to the infinitesimal wake sheet for the large Reynolds numbers
considered in the simulated motions, and as a result are an order
of magnitude less computationally complex than the fully viscous
methods of Liu et al.@23,24# and Carling et al.@25#, which are
essential at lower Reynolds numbers and bluff body separation is
prevalent. Nonetheless, source-dipole panel methods are not well-
suited to kinematic and geometric parametric investigation due to
the geometric complexity and the heavy computational burden.
The VLM allows for geometric modeling simplicity and is com-
putationally rapid. Thus, an accurate VLM lends itself to more
complex hydrodynamic challenges such as performance optimiza-
tion, shown to be sensitive to both kinematic parameter variation
~Barrett et al.@26#! and geometric constraints~Kagemoto@27#,
Kagemoto et al.@28#!. Indeed, fish species with common morpho-
logical features such as fin placement often swim with similar
kinematics~Weihs and Webb@29#; Triantafyllou et al.@30#!, sug-
gesting that the performance characteristics of swimming motion
are highly dependent on coupled kinematic and geometric con-
straints. Utilization of a genetic algorithm~Goldberg@31#, Barrett
@32#! to explore the various parametric spaces can be achieved
with a rapid computational scheme for hydrodynamic force
prediction.

In this research, we closely follow the methodologies of Lan
@16,17# and Cheng et al.@18# and develop a robust vortex lattice
code for fish-like geometries for the analysis of thrust forces pro-
duced by waving motions which closely emulate motions of a real
fish. We compare the power delivered to the fluid calculated by
the VLM for the fish geometry with experimental data obtained
using a swimming robotic instrument in the shape of a bluefin
tuna, theRoboTuna~Barrett@33,32#, M. S. Triantafyllou and G. S.
Triantafyllou @34#, M. S. Triantafyllou et al.@35#!. Comparisons
of the power required to generate useful thrust through largely
inviscid mechanisms show good agreement between experiments
and computation, validating our choice of simplified computa-
tional model to predict swimming performance. While not provid-
ing the most general treatment, this linear vortex-lattice method
indeed establishes that inviscid mechanisms are principally at
work and serves as an excellent tool to conduct more complex
performance optimization analyses with minimal computational
burden or time.

2 Formulation
We evaluate the hydrodynamic forces on a fish-like object per-

forming rhythmic lateral undulating motions, described by the de-
viation of the backbone centerline from its position at rest,H(x,t)
in a uniform streamU, as shown in Fig. 1. A Cartesian coordinate
system (x,y,z) fixed at the mean position of the body is used, in
which thex-axis stretches along the body in a longitudinal direc-
tion from head to tail, they-axis points vertically downward and
thez-axis points laterally out of the body surface. We assume that
the body is performing a waving motion in the lateral direction
~z-direction!, described as:

z5H~x,t !5Re$h~x!eivt% (1)

where Re indicates that a real part is taken. We employ an invis-
cid, linearized theory, which may be useful for capturing the basic
features of the flow around a swimming fish-like body. For

steady-state swimming motions and periodic perturbation quanti-
ties of oscillating frequencyv, the velocity potential around the
body can be written:

F~x,y,z,t !5Ux1Re$f~x,y,z!eivt% (2)

The kinematic boundary condition that should be satisfied on the
body surface is,

D~H~x,t !2z!

Dt
5

]H

]t
1S U1

]F

]x D ]H

]x
2

]F

]z
50 (3)

We assume that the velocity of the lateral motion as well as the
perturbation flow velocity are small compared toU so that the
quadratic terms can be neglected. Then Eq.~3! is linearized as:

ivh1U
]h

]x
2

]f

]z
50 (4)

Further, Eq.~4! is imposed at the mean position of the body sur-
face (z50) instead of the instantaneous body surface (z
5h(x)eivt). A Kutta boundary condition on the trailing edge of
the body must be prescribed according to Kelvin’s theorem:

DG

Dt
50 (5)

which expresses the fact that the total circulation of the body and
wakeG must remain constant. Thus, changes in circulation around
the body are reflected by a change in the circulation strength of
the wake being shed, which is transported behind the body along
the planez50 at the ambient flow velocity.

3 Application of the Vortex-Lattice Method
Within the vortex-lattice method, the body surface is dis-

cretized into small panels, and each panel is described by a vortex
ring along its perimeter. Control points are chosen at the geomet-
ric center of each panel, and the kinematic boundary condition on
each panel is evaluated at its control point. In order to account for
the effect of a wake that may be formed behind a trailing edge of
the body, the wake is also discretized into panels as shown in Fig.
2. Vortex rings are placed on the wake panels in the same manner
as those on the body surface, with control points also at the geo-
metric center of each wake panel. Therefore, unlike Lan@17#, the
strength of vortices is assumed to be stepwise constant in chord-
wise direction as well as in spanwise direction. Although in an
actual flow the shape of the wake shear layer evolves with time

Fig. 1 Definitions

Fig. 2 Discretization into a vortex-lattice
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due to the self-induced and body perturbation velocities, the wake
is assumed to be convected with the uniform streamU only in this
linearized analysis, and wake panels remain fixed in the mean
plane of the body surfacez50 where it was shed. The magnitude
of the shed vortex rings at a timet are determined so that the body
kinematic boundary condition~Eq. ~4!! and the Kutta condition
~Eq. ~5!! are satisfied at a control point on each panel. Then, the
pressure differenceDp across the body is written in terms of the
velocity potential as:

Dp52S ]DF

]t
1U

]DF

]x D (6)

whereDF stands for the potential difference across the body.
Vn represents thez-velocity (]f/]z) normal to the body at the

control point (xm ,ym,0) of themth panel on the body induced by
thenth vortex ring of unit strength. In this manner, Eq.~4! can be
written as follows:

(
n51

Nb1Nw

GnVn5S ivh1U
]h

]xD
~xm ,ym,0!

~m51,2, . . . ,Nb! (7)

whereGneivt stands for the strength of thenth vortex ring andNb
andNw represent the number of vortex rings placed on the body
surface and on the wake, respectively. The wake is truncated at a
sufficient distance away from the trailing edge, determined
through convergence tests to evaluate the decay of the far field
wake influence on the body with increasing wake length.

Equation ~5! requires that the strengthGn of a vortex ring
around thenth wake panel be related to the strengthGT.E. of the
vortex ring at the trailing edge to satisfy Kelvin’s theorem in the
following manner:

Gn~x,y,0!eivt5GT.E.~xT.E. ,y,0!eiv~ t2l n /U !

~n5Nb11,Nb12, . . . ,Nb1Nw! (8)

where, as shown in Fig. 3,l n represents the distance between the
centers of thenth vortex ring on the wake and that of the vortex
ring at the trailing edge. In addition to Eqs.~7! and ~8!, we must
impose an explicit Kutta condition, requiring the change in the
strength of the circulation around the body to be countered by the
change in circulation of the wake. Without such a condition, any
combination of vortex rings that produce null velocity on the body
surface can be added to any particular solution. For a thin trailing-
edged body, the Kutta condition requires that the stagnation line

coincide with the trailing edge. The Kutta condition for a sharp-
trailing-edged tail can be stated in a different but equivalent man-
ner as

Dp52S ]DF

]t
1U

]DF

]x D50 at the trailing edge (9)

which requires the pressure jump at the trailing edge point to
vanish. This formulation is more convenient in the context of the
present vortex-lattice method.

Since the jump in streamwise perturbation velocity across the
body ]DF/]x can be written

]DF

]x
5Du (10)

where Du represents the difference of thex-velocity across the
body. Thus, the following approximation for]DF/]x may be
used, sinceDu is approximately equal to the averaged strength of
the vortex across the panel:

]DF

]x U
at panel-i

;
1

2
$~G i2G i 11!1~G i 212G i !%/ci (11)

whereci represents the chord length of thei-th panel~see Fig. 4!.
The added mass term in the pressure jump Kutta condition~Eq. 9!
]DF/]t5 ivDfeivt can be evaluated in the following manner
~Konstadinopoulos et al.@36#!:

Df5fu2f l 5E
l

u

ṽ•dr̃ (12)

whereu and l represent the upper and the lower surfaces of the
body, respectively. If we denote the velocity potential jump across
panel-i asDf i , then this potential difference may be evaluated as
follows ~see Fig. 5!:

Df i5~G i 212G i !1~G i 222G i 21!1¯1~G12G2!2G152G i
(13)

Thus, the unsteady added mass term in the pressure jump Kutta
condition may be written,

]DF

]t U
at panel-i

;2 ivG ie
ivt (14)

Fig. 3 Relationship of the vortex ring on a trailing edge and
that on a wake

Fig. 4 An array of vortex rings

Fig. 5 Evaluation of the potential difference across a body

Fig. 6 Definitions of a sectional thrust force and a leading-
edge sweep angle
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Substituting Eqs.~11! and ~14! into Eq. ~9!, it can be shown that
the strengths of the vortex rings located at the trailing edge is
determined from the strengths of the vortex rings on the other
parts of the body. Since from Eq.~8!, the strengths of the vortex
rings on the wake can be expressed in terms of the strengths of the
vortex rings on the trailing edge, only the strengths of those vortex
rings which comprise the body surface not adjacent to the trailing
edge are unknown.

4 Evaluation of Forces
Once the strengthsG i of each vortex ring on the body surface

are determined, in principle the hydrodynamic forces can be
evaluated by integrating the pressure jump over the body surface,
given by Eq.~6!. However, it is known that a large portion of the
thrust force comes from the leading-edge suction force~Lighthill
@2#; Sverdrup@19#!, which is a suction force resulting from the
low pressure region caused by the high speed flow over the lead-
ing edge. The velocity at the leading edge is known to possess an
inverse-square-root singularity, and thus it is difficult to evaluate
the force correctly by numerical pressure integration. Lan@16,17#
showed how this numerical difficulty can be overcome, and we
follow his methodology in the evaluation of the leading-edge suc-
tion force.

According to Lan~@17#, Eqs.~B16! and ~B17!!, the mean sec-
tional leading-edge thrust coefficientct for each longitudinal strip
can be expressed

ct[
t l

1
2rsU2

5
1

2
p@$Re~Cse

ivt!%21$Im~Cse
ivt!%2#/~2 cosL!

(15)

wheret l is the sectional leading-edge suction force,L stands for
the leading-edge sweep angle~see Fig. 6!, andr ands represent
the density of the surrounding fluid and the area of the longitudi-
nal strip, respectively.Cs is a parameter that represents the
leading-edge singularity and calculated in the vortex-lattice ap-
proach from the following equation:

1

2
NcCsHs5( ~upwash at leading edge!2w~xl ,yl !

(16)

where

Hs[2~ tan2L11!1/2 (17)

Nc represents the number of panels on the longitudinal strip of the
body, andw(xl ,yl ) represents the lateral velocity at the corre-
sponding point of the leading edge. The total leading-edge suction
force Ts is obtained through integration of the sectional leading-
edge suction forcet l . The total thrust force~T! is then obtained

Fig. 7 Contributions of a leading-edge suction force and a lat-
eral force to total thrust force

Fig. 8 Example discretization

Fig. 9 Thrust force coefficient of a rectangular plate oscillating simultaneously
in heave and pitch „A RÄ7.0, vL Õ2UÄ0.75, uÄ0.8….
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as a summation of the leading-edge suction force (TS) and the
thrust force component of the lateral force (l F) as shown in Fig.
7.

T5TS1TL5TS1E
0

L

l F

dh

dx
dx (18)

The lateral forcel F can be evaluated directly from the pressure
difference integration over the body surface without numerical
difficulty.

5 Results and Discussion

5.1 Comparison With Other Numerical Results. In order
to first confirm the validity of the present analysis, comparisons
are made with published results. The results obtained by Lan@17#
include computations of lateral and thrust forces on oscillating

rigid rectangular plates in a uniform flow. Although, as described
above, both the present method and that used by Lan are vortex-
lattice methodologies, Lan’s method differs slightly from the
present one in that he discretizes the plate into strips that stretch
infinitely along the direction of the uniform stream. In the present
approach, however, the plate is discretized in the chordwise direc-
tion as well as in spanwise direction. In this way, the vortex
strength is allowed to vary stepwise in both the spanwise and
chordwise directions within the present analysis, while in Lan’s
method it varies stepwise in the spanwise direction but varies
continuously in the chordwise direction. Lan carried out the analy-
sis of a rectangular plate oscillating simultaneously in heave and
in pitch, a motion which can be described analytically

H~x,y,t !5Re$2haeivt1aa~x2xa!ei ~vt1c!% (19)

whereH(x,y,t) represents the lateral displacement of the plate,

Fig. 10 „a… Lateral force coefficient of a rectangular plate oscillating simulta-
neously in heave and pitch „A RÄ7.0, vL Õ2UÄ0.15, uÄ0.8… „b… Thrust force coeffi-
cient of a rectangular plate oscillating simultaneously in heave and pitch „A R
Ä7.0, vL Õ2UÄ0.15, uÄ0.8….
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andha andaa represent the amplitudes of the heave and the pitch
motion, respectively. The temporal phase angle between the heave
motion and the pitch motion of the plate is represented byc, and
the variation of this phase angle has been shown to strongly affect
the performance dynamics of the motions~Lan @17#; Sverdrup
@19#; Anderson et al.@37#!. The pitch axis is referred to byx
5xa , which was chosen along the trailing edge of the plate in this
analysis. Figure 8 shows an example of the discretization of the
plate and the wake used for the present vortex-lattice calculations.
For this analysis, a sufficient number of panels and an appropriate
truncation length of the wake were identified through systematic
convergence tests. The details of this convergence analysis are
given in the Appendix.

Figure 9 shows the thrust force coefficient for reduced fre-
quencyvL/2U50.75, and Figs. 10~a! and 10~b! show the lateral

and thrust force coefficients forvL/2U50.15. In the caption of
the figure,u is the feathering parameter, which represents the
relative contributions of the pitch and heave motion to the local
lateral displacement. The circles in the figures denote the results
of Lan @17#. The agreements of the present results with the results
of Lan are satisfactory for all the cases presented in Fig. 9 and
Figs. 10~a! and 10~b! whenc,150 deg, while small but distinct
discrepancies are observed for all the cases whenc.180 deg,
likely due to chordwise planform discretization which varies the
loading profile and downwash influence, especially for higher
loadings realized for these values of the phase angle.

5.2 Comparison With the Slender-Body Theory. We
compare the results obtained by the present vortex-lattice calcula-
tion with those obtained by the slender-body theory~elongated-

Fig. 11 „a… Lateral force coefficient of a waving rectangular plate „Real part …. The
waving motion is given by Eq. „20…. „A RÄ0.5, vL ÕUÄ8.0… „b… Lateral force coeffi-
cient of a waving rectangular plate „Imaginary part …. The waving motion is given by
Eq. „20…. „A RÄ0.5, vL ÕUÄ8.0….
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body theory! of Lighthill @1#. Figures 11~a! and 11~b! compare the
magnitudes of the real and imaginary parts, respectively, of the
lateral force coefficientCL for a rectangular plate of aspect ratio
AR50.5 which performs a progressive wave-like backbone undu-
lation motion of constant unit amplitude along the length of the
plateL. This motion, for arbitrary wavenumberk, can be written
in the form

H~x,y,t !5Re$ei ~vt2kx!% (20)

For various values ofkL52Lp/l, where l is the backbone
wavelength, the magnitudes of the force coefficients vary as ex-
pected, with comparison between the linear theory and the present
VLM revealing similar qualitative and quantitative behavior. For

a nonconstant waveform amplitude, the motion is confined to the
posterior end of the plate for an origin-centered plate leading
edge, and can be described

H~x,y,t !5Re$x•ei ~vt2kx!% (21)

Figures 12~a! and 12~b! compare the results for the magnitudes of
the real and imaginary parts of the lateral force coefficientCL for
the waving plate with the linearly-varying amplitude envelope de-
scribed by Eq.~21!. This traveling wave motion is similar that
exhibited by the backbone undulation of anguilliform swimmers,
in which the motion amplitude increases from head to tail, as
observed in the swimming of live fish~Videler @38#!. With the
motions confined to the afterbody for the results shown in Figs.
12~a! and 12~b!, the total magnitudes of theCL real and imaginary

Fig. 12 „a… Lateral force coefficient of a waving rectangular plate „Real part …. The
waving motion is given by Eq. „21…. „A RÄ0.5, vL ÕUÄ8.0… „b… Lateral force coeffi-
cient of a waving rectangular plate „Imaginary part …. The waving motion is given by
Eq. „21…. „A RÄ0.5, vL ÕUÄ8.0….
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parts are reduced in comparison to the constant amplitude results
of Figs. 11~a! and 11~b!, but the VLM results still compare well
with those provided by linear theory. Although some minor quan-
titative discrepancies exist between the results of the slender-body
theory and those obtained by the present vortex-lattice method
over a narrow range of wavenumbers, both are accurate in calcu-
lating lateral side forces, with differences resulting from the
chordwise and spanwise potential variation consequent of the
vortex-lattice geometric discretization.

This study is primarily interested in the thrust forces produced
by the periodic waving motion of the swimming geometries.
Thus, Fig. 13 compares the results of the present vortex-lattice
method for waving plates of various aspect ratio with Lighthill’s
slender-body theory~Lighthill @1#! and Wu’s 2-D theory~Wu @3#!,
when the waving motion is given by Eq.~20!. As expected, when
the aspect ratio (B/L) is small, the slender-body theory agrees
well with the vortex-lattice calculations, whereas, when the aspect
ratio is large, the vortex-lattice calculations approach the results
given by the 2-D theory of Wu. Therefore, for intermediate aspect
ratio plates and geometries, whereas neither slender-body theory
will accurately provide performance predictions over a wide range
of wavenumbers, the vortex-lattice method is not constrained in
its geometric assumptions and can provide reasonable estimates of
the thrust produced for both arbitrary as well as complex planform
geometries.

As indicated by Lighthill@1#, good efficiency is attained when
the phase velocity (v/k) of the waving motion is close to but
slightly higher than the swimming velocity~U!. In fact, it has
been confirmed from observations that live fish swim in this way
~Gray @39#!, although generally the amount of data is limited.
Since the present computation is conducted forvL/U58.0, this
means that a good efficiency is attained for values ofkL slightly
smaller than 8.0, saykL;7.0. In this range, however, the vortex-
lattice calculations differ slightly from the slender-body theory
predictions even when the aspect ratio is small. The slender-body
theory overpredicts the thrust required for swimming due to its
sectional loading approximation in which the sectional force var-
ies only over the length. The chordwise and spanwise potential
variation in the vortex-lattice method, which is more complex
than the sectional loading approximations of the slender-body

theory, allows for a more accurate pressure jump distribution ap-
proximation over the entire planform and, therefore, a more accu-
rate prediction of the useful thrust generated.

5.3 Comparison With Experimental Data From the Robo-
Tuna. To further validate the accuracy of the method in predict-
ing the loads on bodies undergoing swimming flexible motions,
we compare the results of the vortex lattice calculation with ex-
perimental measurements obtained on a laboratory robotic instru-
ment undergoing fish-like swimming motions. TheRoboTunais a
1.2 m robot consisting of eight links, covered by a flexible hull
with the external shape of a bluefin tuna, capable of performing
fish-like swimming motions. The robot was developed in the
Ocean Engineering Testing Tank Facility at MIT, and has been
described extensively in published literature~Triantafyllou and
Triantafyllou @34#, Barrett@32#, Triantafyllou et al.@35#!. Six in-
dependently controlled motors provide the actuation through an
elaborate assembly of pulleys and strings. Force and motion trans-
ducers provide detailed measurements of the forces and motions
of each link, hence providing the power needed for oscillation.
The robot is supported by an overhead carriage allowing testing at
constant speed in a tank with dimension 35 m32.4 m31.2 m. The
force acting on the overall mechanism is also continuously mea-
sured~Fig. 14!. This force is the difference between the propul-
sive thrust and the drag acting on the body; the thrust and drag
forces, however, cannot be separated, since actuation is distrib-
uted along the length of the mechanism. Detailed calibration and
testing results, with extensive error and repeatability analyses, and
geometric description of theRoboTunaare documented in Barrett
et al. @26#.

For numerical representation of theRoboTunageometry, a
curve-fitting technique is used to determine the profile shape of
the body withl 51.0, and is given simply by:

z~x!560.305 tanh~6x11.8! for 20.3<x<0.1 (22)

z~x!56~0.1520.152 tanh~7x23.15!! for 0.1<x<0.7
(23)

Fig. 13 Comparisons of the vortex-lattice calculations with the slender-body
theory and the 2-D theory for a waving plate of various aspect ratios „vL ÕU
Ä8.0…
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The caudal fin leading edge and trailing edge profiles for the semi-
span are also determined through a curve-fitting technique, and
are given similarly by:

x~z!LE539.543z323.685z210.636z (24)

x~z!TE5240.74z319.666z210.07 (25)

where 0<z<0.15. The leading edge of the tail at midspan inter-
sects the posterior end of the body’s contraction region.

The lateral displacementH(x,t) of RoboTunabackbone is
given in the following form:

whenx<xc

H5ReF H a1S x2x0

L D1a2S x2x0

L D 2J ei ~vt2kx!G (26)

whenx.xcFig. 14 The experimental setup for RoboTuna

Fig. 15 Discretization of RoboTuna

Fig. 16 Comparisons of the results obtained while assuming the trailing edge of
the body anterior to a tail-base neck is round-edged and those obtained while
assuming it is thin-edged

Table 1 The values of the parameters of RoboTuna used in the experiments
„St stands for the Strouhal number defined as 2 fA m ÕU where fÄvÕ„2p… and
A m denotes the amplitude of the tail motion. L T and a are the maximum chord
length of the tail and the maximum angle of attack at the tail, respectively. …
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H5ReF H a1S xc2x0

L D1a2S xc2x0

L D 2J ei ~vt2kxc!

2~x2xc!c0ei ~vt2kxc1c!G (27)

wherex5xc corresponds to thex-coordinate of the tail-base neck
where the tail fin attaches to the main body, andx5x0 represents
the pivot point of the motion and the origin of the backbone wave
where the lateral motion is zero.c0 represents the pitch amplitude
of the caudal fin or the maximum angle of attack of the tail, and
for the linearized analysis in the frequency domain may differ
from the experimental tail angle of attack by up to 6 percent.

Neither theRoboTunatail nor the numerical representation of the
tail have spanwise flexibility, which is the case with live bluefin
tuna ~Barrett @33#!.

Table 1 summarizes the values of parameters ofRoboTunavar-
ied in the experiments. In the table, the reduced frequency is de-
fined with respect to the tail chordLT since significant portion of
the thrust force is produced by the large amplitude tail motion
characteristic of thunniform swimming. All caudal fin dynamics
are within ranges which will prevent stall and leading edge sepa-
ration dynamics~Anderson et al.@37#!. Figure 15 shows the dis-
cretization of RoboTunaand its wake into panels used in the
present analysis. The body ofRoboTunamay be considered as a
lifting surface as well as the tail, and thus the main body is rep-
resented by a vortex-lattice. Because part of the lift and thrust is

Fig. 17 „a… Comparisons of the vortex-lattice estimation of the power-input re-
quired for RoboTuna locomotion with the corresponding experimental data „b…
Comparisons of the vortex-lattice estimation of the thrust force produced by
RoboTuna with the corresponding value obtained from the measured data on
power-input while assuming the efficiency is 100 percent
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known to develop from the body itself~Wolfgang et al.@40#!, it is
desirable to shed a wake from the anterior portion of the body
before the tail. However, numerical difficulties preclude such a
model in the linearized vortex-lattice approach, and a more com-
plex panel method approach~Liu @20#! is required to model inter-
action dynamics between the tail and tail wakes with upstream
generated wakes~Wolfgang @21#!. Other concerns about the ap-
plicability of a lifting surface theory toRoboTunamight include
leading-edge helical vortex development, such as those developed
on a delta wing, which could cause flow dynamics not easily
modeled through linearized vortex-lattice methods. However,
such helical vortices are not developed in fish-like bodies under-
going periodic unsteady oscillations of small amplitude. The lead-
ing edge of the body anterior to the tail-base neck, as well as that

of the caudal fin are round-edged and thick, and leading-edge
suction forces are moderate, lending credibility to the inviscid
leading-edge flow model with leading-edge suction
accountability.

The trailing edge of the caudal fin is thin-edged and thus the
Kutta condition is imposed at the edge. However, as for the trail-
ing edge of the body anterior to the tail-base neck, it is not always
clear whether these edges can be assumed to be thin-edged or
round-edged. Fortunately, as shown in Fig. 16, there is little dif-
ference between the required power-input when the edge is as-
sumed to be thin-edged and that obtained when it is assumed to be
round-edged. As there exist no sharp-edged surfaces on the ante-
rior portion of the actualRoboTunarobotic mechanism which
might shed a wake~Barrett @32#! with the exception of small

Fig. 18 Example vortex-lattice calculation on the efficiency of RoboTuna loco-
motion

Fig. 19 Contributions of the lateral force and the leading-edge suction force to
the total thrust force
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dorsal and anal fins, all results shown include only a caudal fin
sharp trailing edge wake shedding model. Similar wake shedding
models are employed by Barrett et al.@26#, using higher order
numerical methods, showing similar accuracy for caudal wake
shedding only.

Figure 17~a! compares the power-input required for the realiza-
tion of the specified motion ofRoboTuna. Cases are considered
where theRoboTunabody was self-propelled, i.e., the net force on
the supporting mast was zero, thereby balancing the net thrust
produced and the net drag. Therefore, thrust produced by the ac-
tual robot cannot be measured separately from the drag~Barrett
et al. @26#!. Since the mechanisms of thrust generation are largely
inviscid, prediction of the power required to produce thrust by the
RoboTuna swimming motions by inviscid VLM formulation
should provide reasonable results. As seen in Fig. 17~a!, the
agreement of the vortex-lattice power calculations with the mea-

sured power expenditure is quite good and the difference is within
less than 20 percent in most cases, except for Experiment 1 where
the actual power is underpredicted by the VLM by a significant
percentage. Although actual thrust forces cannot be identified
from the measured force, the values that are obtained by dividing
the measured power-input by the towed velocityU ~i.e., assuming
100 percent hydrodynamic efficiency! are compared with the
thrust forces computed by the present vortex-lattice approach in
Fig. 17~b!. In all the cases except Exp. 7, the experimental values
are larger than the vortex-lattice predictions. This is reasonable,
because the experimental values correspond to the thrust forces
that would be obtained when the efficiency is 100 percent, that is,
when all the power-input is used for the thrust production. For the
exceptional case of Exp. 7, any nonideal near-body flow features
such as separation which cannot be captured by the VLM may
have caused power absorption by theRoboTuna, resulting in

Fig. 20 „a… Comparisons of the required power-input for RoboTuna estimated by
the vortex-lattice calculation and that estimated by the Lighthill’s slender-body
theory „b… Comparisons of the lateral force on RoboTuna obtained by the vortex-
lattice calculation and that obtained by the Lighthill’s slender-body theory.
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higher computed power than measured. These nonideal flow fea-
tures, as well as boundary layer development and dynamics, are
subjects of continuing experimental research.

To place the computed thrust results in perspective, we com-
pare the predicted thrust with the drag of a similar rigid body.
Assuming that most of the viscous wetted surface resistance
comes from the main body alone, we find the turbulent drag co-
efficient from data provided in Hoerner@41# of a streamlined body
with length to diameter ratio equal to 5, the approximate scale of
the RoboTuna. The flow over theRoboTunais tripped turbulent,
and for self-propelled experimental motions, the mean thrust pro-
duced should cancel the mean body drag. Hoerner shows that for
a Reynolds number of Re5829440, the turbulent drag coefficient
of the streamlined body is approximatelyCD50.0085. For all of
the experiments considered, the computed mean thrust coefficient
ranges fromCT50.0031 for Exp. 1 toCT50.0461 for Exp. 4.
These differences are to be expected. Barrett et al.@26# showed
that the drag of an actively-swimming flexible body can be much
lower than the drag on the same body towed rigid, which explains
why some values of the thrust coefficient are smaller than the
rigid body drag coefficient. In some cases, the thrust coefficient is
higher than the drag coefficient, indicating that the efficiency may
not always be extremely high. This comparison shows that the
values computed by the VLM for thrust are within an acceptable
quantitative range, such that the viscous drag on the swimming
flexible body may be countered by the thrust produced by the
motions, with relatively high efficiency. Since the drag on the
actual swimming body cannot be experimentally measured sepa-
rate from the thrust, we must rely on these estimations to ensure
that our numerical predictions are reasonable.

Figure 18 shows an example result of the efficiency as function
of c, the phase difference between the lateral motion at the tail-
base neck and the pitch motion of the caudal fin, obtained by the
vortex-lattice calculation for the values of parameters used in Exp.
3 ~see Table 1!. The efficiencyh is defined as the ratio of the
actual work used for the propulsion and the work done by the fish:

h5
T•U

W
(28)

where T and U represent the mean thrust force and swimming
speed, respectively, and whereW represents the mean work done

Fig. 21 Example streamlines on the mid-span lateral cross-section of RoboTuna
when it is swimming. L is the length from the head to the tail-base neck „see Fig.
15…

Table 2 The lift coefficient of an impulsively-started rectangu-
lar foil of aspect ratio ARÄ8 at an angle of attack aÄ10 deg.
Convergence of the numeric scheme is shown for increasing
wake length and discretization density.

Wake length 4L 6L 8L 10L 4L

nx 30 30 30 30 30
ny 10 10 10 10 20
CL ~VLM ! 0.752807 0.764775 0.769833 0.772412 0.753166
CL ~Hoerner! 0.79077 0.79077 0.79077 0.79077 0.79077
Error CL ~%! 4.80 3.29 2.65 2.32 4.75

Table 3 The lift coefficient of impulsively-started rectangular
foils of varying aspect ratio AR at angle of attack a. Lattice
discretization parameters nx Ä30 and ny Ä10, and wake length
is 4 L .

Aspect ratio~AR! 4 4 8 8
Angle of attack~a! 5° 10° 5° 10°

CL ~VLM ! 0.299368 0.601549 0.374251 0.752807
CL ~Hoerner! 0.27739 0.61303 0.37701 0.79077
Error CL ~%! 7.92 1.87 0.73 4.80

Table 4 Values of lattice discretization parameters ‘‘nx’’ „or
‘‘nx1’’ and ‘‘nx2’’ … and ‘‘ny,’’ and the wake length ‘‘wake’’ em-
ployed for the actual computations after individual conver-
gence tests were performed

nx ny wake

Fig. 9 30 10 4L
Fig. 10 30 10 4L
Fig. 11 30 11 3L
Fig. 12 30 11 3L

nx1 nx2 ny wake
Fig. 17 20 10 11 L
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by the fish to the ambient fluid. High efficiency is attained whenc
is around 60 deg, trend similarly observed for all the other cases.
The efficiency at that value ofc is always high, exceeding 90
percent. This optimum value ofc is close to the value ofc iden-
tified by Barrett@32# as optimum by a genetic search algorithm. In
his analysis, the optimum value ofc is identified to be around 90
deg regardless of other kinematic parameters.

Figure 19 shows the contributions of the lateral force and the
leading-edge suction force to the total thrust force acting onRobo-
Tuna. It can be observed that the leading-edge suction force is far
larger than the contribution of the lateral force. Figures 20~a! and
20~b! compare the required power-input and the lateral force, re-
spectively, obtained by the present vortex-lattice calculations with
those obtained by Lighthill’s elongated-body theory. Since both
the geometry and the lateral motion ofRoboTunaare not within
the range of the slender-body assumption, it is natural that the
thrust force predicted by the elongated-body theory deviates from
the vortex-lattice calculation or the experimental data. While the
trends shown in Figs. 18, 19, and 20 of the dependence of perfor-
mance on the tail phase anglec have been demonstrated by pre-
vious works~Lighthill @2#, Chopra and Kambe@8#, Liu and Bose
@42#! for simple wing configurations, the present results reinforce
the applicability of the VLM as a tool for predicting the perfor-
mance of arbitrary geometric profiles, such as coupled low and
high aspect ratio lifting surfaces.

Figure 21 reveals instantaneous streamlines on the mid-span
lateral cross-section of theRoboTunacomputed by the present
vortex-lattice method. Since the geometry as well as the lateral
motion of theRoboTunaare symmetrical about the mid-span lat-
eral cross section, the streamlines should be two-dimensional in
the cross section. The body extends fromx50 to slightly overx
51, revealing a sequence of bound circulation regions along the
body, in addition to a strong leading-edge circulation and strong
wake circulation regions. Although there exist no experimental
data that can be compared with the near-body streamlines shown
in Fig. 21, these streamlines compare well qualitatively with the
streamline patterns observed by Gray@39#, p. 448.

6 Conclusions
A vortex-lattice method based on a linearized theory is used to

calculate the hydrodynamic lateral and thrust forces on a fish-like
body actively swimming at constant speed, while undulating its
body harmonically in the lateral direction in the form of a travel-
ing wave. It has been found that slender-body theory predictions
agree fairly well with our numerical results for the prediction of
the lateral forces, whereas they deviate from the vortex-lattice
calculations of the thrust force for certain parametric ranges of
practical interest. The present linearized vortex lattice calculations
predict the power needed for propelling theRoboTunawith less
than 20 percent error in most experiments conducted.
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Nomenclature

AR 5 aspect ratio (B/L)
B 5 breadth of a waving plate

CL 5 lateral force coefficient (5LF /( 1
2rU2S))

CT 5 thrust force coefficient (5T/( 1
2rU2S))

H(x,y,t) 5 lateral displacement of a swimming body
(5h(x,y)eivt)

k 5 wavenumber of a waving motion
L 5 length of a waving plate

LF 5 lateral force
l F 5 local lateral force

p 5 hydrodynamic pressure
S 5 one-sided surface area of a waving plate (5L

3B)
T 5 thrust force
U 5 swimming speed

Gn 5 strength of the vortex ring onn-th panel
u 5 feathering parameter (aaU/(hav)) ~see Eq.

~19!!
r 5 density of fluid

F(x,y,z,t) 5 velocity potential (5f(x,y,z)eivt)
v 5 radial frequency of a waving motion

vL/U 5 reduced frequency

Appendix

Convergence Tests for the Vortex-Lattice Calculations

Steady Motion Convergence. The vortex-lattice code was
first validated by simulating the impulsively-started motion of a
finite-aspect ratio rectangular foil at a small angle of attack to a
speedU, in a fluid otherwise at rest. Convergence of the numeri-
cal method was confirmed by varying the lattice discretization
around the foil, the aspect ratioAR and the truncation length of
the wake. The steady lift coefficient is compared with the experi-
mental values illustrated in Fig. 17-5 of Hoerner@43#.

Sample convergence results are given in Tables 2 and 3. It can
be seen that as the wake length is increased or the lattice density
is increased, the continuous representation of the solution is ap-
proached, and the error in the steady state lift decreases, as ex-
pected. In these tables, ‘‘L’’ is the chord length of the foil, and the
number of discretizations in thex andy-directions are denoted by
‘‘nx’’ and ‘‘ny,’’ respectively.

Table 5 Convergence test for vL Õ2UÄ0.75, uÄ0.8, A RÄ7.0 „corresponds to Fig. 9 …

Table 6 Convergence test for vL ÕUÄ8.0, A RÄ0.5, H„x ,t …
ÄReˆx"ei„vtÀkx …

‰ „corresponds to Figs. 12 „a… and 12 „b……
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Unsteady Motion Convergence and Consistency.System-
atic self-convergence and consistency tests were performed in ad-
vance of each computation presented in the paper. The parameters
varied in the tests were the number of the discretizations inx and
y-directions, which are denoted by ‘‘nx’’ and ‘‘ny,’’ respectively,
in the following tables. For theRoboTunacalculations, ‘‘nx1’’
and ‘‘nx2’’ replace the use of ‘‘nx’’, where ‘‘nx1’’ represents the
number of discretizations ofRoboTunabody anterior to the tail in
the x-direction, and similarly ‘‘nx2’’ represents the number of
discretizations ofRoboTunatail fin in the x-direction. Other than
these parameters, the truncated length of the wake, which is de-
noted as ‘‘wake’’ in the following tables, was also varied as a
parameter in the convergence tests. ‘‘Lateral’’ and ‘‘Thrust’’ that
appear in the following tables stand for the lateral force and the
thrust force, respectively. The length of the body is denoted as L.
Tables 5–7 correspond to Fig. 9, Fig. 12, and Fig. 17, respec-
tively. The values of ‘‘nx’’ ~or ‘‘nx1’’ and ‘‘nx2’’ !, ‘‘ny’’ and
‘‘wake’’ used for the actual computations in producing the results
shown in the figures are given in Table 4.
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Limitations of Statistical Design
of Experiments Approaches
in Engineering Testing
A hypothetical experiment and Monte Carlo simulations were used to examine the effec-
tiveness of statistical design of experiments methods in identifying from the experimental
data the correct terms in postulated regression models for a variety of experimental
conditions. Two analysis of variance techniques (components of variance and pooled
mean square error) combined with F-test statistics were investigated with first-order and
second-order regression models. It was concluded that there are experimental conditions
for which one or the other of the procedures results in model identification with high
confidence, but there are also other conditions in which neither procedure is successful.
The ability of the statistical approaches to identify the correct models varies so drasti-
cally, depending on experimental conditions, that it seems unlikely that arbitrarily choos-
ing a method and applying it will lead to identification of the effects that are significant
with a reasonable degree of confidence. It is concluded that before designing and con-
ducting an experiment, one should use simulations of the proposed experiment with pos-
tulated truths in order to determine which statistical design of experiments approach, if
any, will identify the correct model from the experimental data with an acceptable degree
of confidence. In addition, no significant change in the effectiveness of the methods in
identifying the correct model was observed when systematic uncertainties of up to 10
percent in the independent variables and in the response were introduced into the simu-
lations. An explanation is that the systematic errors in the simulation data caused a shift
of the whole response surface up or down from the true value, without a significant
change in shape.@S0098-2202~00!03102-3#

Introduction
Statistical design of experiments~DE! is a process of experi-

mental planning such that the data obtained are suitable for a
statistical analysis. Statistical tests are then applied to the data to
determine whether or not possible functional dependencies of the
experimental result on process variables are of statistical signifi-
cance or not. Typically, a regression~using the dependencies
found to be significant! is then performed to obtain a mathemati-
cal relationship that represents the experimental data. Originally,
this type of experimental approach was developed and applied in
the field of quality control and process optimization. Many quality
control and product development experiments are based on the
assumption that the system/process is sensitive to certain input
factors but is less sensitive to the interactions of these factors,
Hicks @1#. This assumption forms the foundation of the Taguchi
philosophy to experimentation, Montgomery@2#.

Such an assumption is often not valid in engineering experi-
ments. Engineering experiments~nomenclature here used to refer
to experiments in fluid flow, thermal sciences, chemistry, etc as
opposed to quality control! often are performed on physical pro-
cesses in which the resultr may depend on the independent vari-
ablesx1 andx2 in ways such asx1x2 ,x1x2

2, etc. In an experiment
in which the forms of such terms are not known a priori, statistical
design of experiments approaches can be used to identify the
terms~effects! in a proposed regression model that are significant
and that therefore should appear in the regression. The experimen-
tal data are then used with a least squares analysis~or something
similar! to determine the coefficients in the regression equation. In
this article, we examine the effectiveness of the statistical DE

analysis in identifying the correct terms for first and second-order
regression models for a variety of postulated experimental
conditions.

Assessment of a regression model can be divided into two
complementary parts:~a! determining if the factors identified as
significant in the model adequately represent the physical process
from which the experimental data are taken, and~b! estimating the
uncertainty associated with the predictions of the regression
model. This article focuses on the first part of the problem: the
adequacy of regression models determined from a statistical DE
treatment of the experimental data. A detailed discussion of the
methodology for estimating the uncertainty associated with linear
regressions has recently been presented~Brown @3#, Brown et al.
@4#!.

In this article we consider several questions: How should DE
methods be applied to engineering experiments? What experi-
ments are suitable for such an approach? In addition, how do
systematic uncertainties influence the applicability and perfor-
mance of DE methods? In what follows, some answers to these
questions are presented.

Since an objective of this work was to quantify the influences
of different experimental conditions on the effectiveness of statis-
tical DE analysis in identifying correct regression models, an ex-
periment to simulate a large variety of possible experimental situ-
ations was designed and run. The experiment was performed in a
virtual, computer generated environment and is called the hypo-
thetical experiment. A hypothetical experiment could be formally
defined as a test run on a statistical procedure. Essentially, this
type of experiment is the statistical analysis of data from Monte
Carlo type simulations. The behavior of the simulated system~i.e.,
the correct regression model! is known a priori, thus enabling a
comparison with the results of the statistical analysis.
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Experimental Framework
A relationship of the form~1! is assumed to exist between the

system responseF, the continuous variablesxi , i 51,2, . . . ,p,
the unobservable variableszj , j 51,2, . . . ,q, and some unknown
system parametersuk , k51,2, . . . ,m.

F5F~x1 , . . . ,z1 , . . . ,u1 , . . . !5F~x,z,u! (1)

The variablesxi are identified with the controllable factors in the
system and the variableszi are identified with some uncontrol-
lable extraneous factors. The true nature of the unknown relation-
ship F cannot be unambiguously determined only from the ex-
perimental data. The experimenter could search for a graduating
function

r 5r ~x,u! (2)

that closely approximatesF in the domain spanned by the experi-
mental data. The relationship,~2!, is a regression model.

Assuming that there areN combinations of factor levels,j j
5(x1 j ,x2 j , . . . ,xp j), with j 51,2, . . . ,N the matrix D, D
5(j1 , . . . jN)T, of N rows andp columns formed with theN
factor levels combinations will be called the design matrix or the
test matrix of the experiment. Depending on the system, the
choice of the design matrix of the experiment differs. Accord-
ingly, the designs are~a! for estimating system parameters and~b!
for exploring a response surface, Box and Draper@5#. The end
result of both types of design is a relationship between the inde-
pendent variables~factors! x, and the dependent quantityr, the
system response.

The Hypothetical Experiment. In the hypothetical experi-
ment the system is assumed to be affected by two input factorsx1
andx2 . The true relationship of dependence between the factors
and system response is known and has the form of~3!.

r ~x1 ,x2!5(
i

b i•x1
ai
•x2

bi (3)

For convenience the terms in~3! are called effects. It is assumed
that a proper randomization of the experimental runs averages out
the effect of the uncontrollable variableszi in ~1! that are disre-
garded in~3!. In a real experiment the remaining effect of these
variables becomes a model bias and if uniformly distributed
across the test matrix of the experiment will be embedded in the
model parametersb i . Methods of treating and reducing the model
bias are discussed in more detail in Box and Draper@6#.

The hypothetical experiment is designed to identify and test
some of the factors that influence the statistical analysis. The re-
sult of the test is the model coverage. For a numberN of random
sets of data generated using the postulated model letNs

favorablebe
the number of favorable cases~i.e., the statistical analysis identi-
fies the right model,~3!!. The model coverage is then defined by
the ratio of the number of favorable cases to the total number of
cases, expressed as a percentage

percent Model Coverage5~Ns
favorable/Ns!100 (4)

For this study, a typical DE two-factor factorial experiment is
considered with the analysis of variance ANOVA/F-test statistics
used as the regression model estimator. This choice allows com-
puter automation of the entire Monte Carlo procedure and data
analysis. With this type of design, ANOVA distinguishes and
quantifies the amount of variability corresponding to each effect
in ~3!. The ANOVA is essentially a method of computing the
sums of squares of the factors in the model, and is based on the
partition of the total variability in the experimental data into its
component parts. The sums of squares decomposition in the
ANOVA is completed with the expected mean square E~MS! val-
ues for each factor. These values are obtained by dividing the
factor sum of squares by the corresponding number of degrees of
freedom. The amount of variability in the data unaccounted in the

factor sums of squares is the random error. The random error is
considered to incorporate the measurement errors as well as the
inter-replicate variability, and is for all practical purposes nor-
mally distributed~based on the central limit theorem!. The nor-
mality of the random error is essential in setting up the statistical
tests for significance. The ANOVA effects sums of squares are in
these conditions distributed asx2 ~chi-square!. Moreover, any ra-
tio of x2 distributed sums of squares follows an F distribution. For
the two-factor factorial experiments the sum of squares effects are
conveniently calculated using the Yates algorithm. For a detailed
presentation of the ANOVA/Yates algorithm see Graybill@7#,
Montgomery@2#.

The following six influential experimental conditions were as-
sumed to affect the outcome of the hypothetical experiment and
were investigated in this study:

~i! Type of statistical analysis. The statistical analysis
~ANOVA ! is done by setting up the sums of squares associated
with each effect in model~3!. A continuous type variation is as-
sumed for bothx1 and x2 as the natural choice in engineering
experiments~as opposed to factors taking only some discrete lev-
els in quality control processes!. This assumption suggests two
ways of setting up the statistical tests for significance~a! compo-
nents of variance model ANOVA-CV and~b! pooled mean
squares error model ANOVA-PMSE. Pooling the error is a pro-
cedure derived from the fixed effects analysis, and is an alterna-
tive to analyzing data when no replication is available. Generally
pooling the error means that sums of squares of effects found
insignificant at some prior step are added to the error in the cur-
rent step. This procedure could result in better chances of finding
the true form of the model by increasing the error estimate and its
associated degrees of freedom. As a drawback, the errors become
~to some extent! biased~or model dependent!. A more elaborate
discussion on setting up these tests can be found in Graybill@7#,
Hicks @1#, and Montgomery@2#.

~ii ! Type of design. Two types of factorial designs are
considered—a 22 factorial ~two factors at two levels! and a 32

factorial ~two factors at three levels!.
~iii ! F test significance level, a. Three significance levels,a, of

the F test statistics are considered—0.05, 0.025, 0.01.~A signifi-
cance level of 0.05, for example, means that the probability of
rejecting a null hypothesis when it is true is 0.05.!

~iv! Number of replications. The experiment considered up to
five replicates. The case of no replication was disregarded since it
does not provide an unbiased estimate of the error.

~v! Form of the model and the relative importance of the fac-
tors. For simulation purposes the model, Eq.~3!, is written in a
dimensionless form. In the process of data generation the impor-
tance of the effects is proportional to the coefficients of the effects
in the dimensionless model. The relative magnitudes of the coef-
ficients were varied by factors of 10 and 100.

~vi! Type and magnitude of experimental error. For numerical
simplicity the true model is assumed unbiased or, in other words,
of the form~3!. The systematic error is the only bias source in the
data. A large spectrum of experimental conditions were simulated
by assuming both random and systematic errors as~a! percentage
of full scale ~FSC! and ~b! percentage of reading~PRDG! over a
range of magnitudes.

For each combination of factor levels inD, the computer gen-
erates a large number of sets of data. Each set is considered to
represent a possible real situation and contains the simulated val-
ues of factor levels and the corresponding response of the system.
Ideally, an infinite number of data sets would simulate all possible
experimental conditions. In the present analysis, ten thousand data
sets per combination of factor levels and replication were gener-
ated and analyzed. The true values of all variables are known and
correspond to some consistently replicated levels of the factors in
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the system. This situation is imposed by the necessity of equally
spaced factor levels in a factorial design. The simulated data are
given by

x1
sym5x1

true1bx11ex1

x2
sym5x2

true1bx21ex2

r sym5r ~x1
sym,x2

sym!1br1er (5)

wherebx is the systematic error inx, xsym is thex simulated value,
ex is the random error inx andxtrue is thex true value. Theb’s and
e’s are drawn from Gaussian parent populations whose 2F values
correspond to the postulated systematic uncertainties~bias limits!
and random uncertainties~precision limits!, respectively~Cole-
man and Steele@8#!. The model is fitted to the fixed, equally
spaced values of the factors but is predicted from the simulated
~error corrupted! data~5!. Accordingly ~3! is rewritten

r ~x1 ,x2!5(
i

a i•x1
ai
•x2

bi1«~s2! (6)

The new parametersa in ~6! are unbiased estimators of theb
parameters~3!, i.e., a5E(b) if and only if «(s2) is a unbiased
estimator of the error in the data left after fitting the model
r (x1 ,x2), Montgomery and Peck@9#.

The hypothetical experiment was designed to explore the influ-
ence of the six influential experimental conditions on the statisti-
cal analysis model estimation efficiency. The analysis reported
here considers~a! first-order models with and without~first order!
interaction and~b! simple second-order~quadratic! models. Even
for these cases, a method of reducing the number of simulations is
required, and therefore it is assumed that the percentage model
coverage does not depend on the interactions of any of the six
influential experimental conditions. This approach reduces to a
classical parametric analysis.

The Simulation

Models. Two types of regression models were investigated in
this study. A general form of first-order model and two specific
forms of second-order models were used. The first-order model
could be further split into~a! a first-order model without the in-
teraction term and~b! a first-order model with interaction. A full
first-order model in a dimensionless representation is

r * ~w1 ,w2!511g1w11g2w21g3w1w21«~s2! (7)

where for a model without interactiong350. Equation~7! is a
general representation of any possible first order model. To see
this the input factors in any ‘‘x’’ space are transformed to the
‘‘ w’’ space

wi j 5~xi j 2xi mean!/ai ; ai5~xi22xi1!/2 ~22 design!,

ai5xi22xi1 ~32 design! (8)

with i the index of the input variablex, and j the level of this
variable. This centers the design matrixD(x1 ,x2) of the experi-
ment about the origin of the new (w1Ow2) space. These transfor-
mations have not modified the response of the system. Finally, to
obtain the dimensionless expression~7!, both sides of the expres-
sion are divided by the free~zeroth order! term. With ~8! the
model ~7! may result from either the full first-order model, or
from some partial model containing the interaction (x1x2) effect.
The inferences drawn are therefore valid for all possible first-
order models.

A second-order~or quadratic! model refers to a polynomial
model containing one or more terms with second power expo-
nents. There is a large number of possible models containing sec-
ond order terms, and a complete analysis is not practical. Only
two cases involving quadratic terms in the model are considered
in this study. One case is the dimensionless simple quadratic
model

r * ~w1 ,w2!511g1w11g2w21g3w1w21g3w1
21«~s2! (9)

Transformation of space for second order terms results in an alias-
ing problem. This is the confounding of the quadratic effects in
the model. The aliasing of the effects does not permit later sepa-
ration of these effects by algebraic manipulations of the model.
Accordingly, some simulations were run with the unmodified re-
sponse~original factor space! of the system

r ~x1,x2!5a01a1x1x21a2x1
2x21«~s2! (10)

In the dimensionless models~7! and ~9! the coefficientsg do
not carry units and therefore could be seen as weighting factors
for their corresponding effects in the model. Their relative mag-
nitude will therefore determine the relative importance of the ef-
fects in the model. It is possible to infer the relative importance of
the effects in the model from their ratio of sums of squares in the
ANOVA table, Deaconu@10#. In the case of ANOVA run using
Yates algorithm~orthogonal contrasts!, each effects mean square
has one degree of freedom (ng i5ng j51) and therefore the ratio
of any two g coefficients in~9! is evaluated by the approximate
formula

g i

g j
>AMSg i

MSg j

5ASSg i
/ng i

SSg j
/ng j

5ASSg i

SSg j

(11)

whereSSg i
is the sum of squares associated with the effect having

g i as coefficient. Three levels of magnitude are chosen for these
coefficients and they are denoted by L-~relative weight 0.01!,
M-~relative weight 0.1!, and H-~relative weight 1.0!. This notation
corresponds to low, medium, and high importance levels of the
factors in the model.

Results
Details of all facets of this study are presented by Deaconu

@10#, and only a portion of the results are presented here. The
study found that for 22 designsa50.05 was preferable, while for
32 designsa50.01 resulted in a higher percent coverage. It was
also found that for the cases considered little was gained by in-
creasing the number of replications above three. The conclusions
relative to first-order models were the same for both 22 and 32

designs.

First-Order Models. Results for first-order models are illus-
trated in Fig. 1. The particular case shown is for a model with no
interaction, but it is typical of all first order cases. The figure
shows percent model coverage versus the level of random uncer-
tainty in the result for both the ANOVA CV and ANOVA PMSE
approaches. Figure 1~a! is for effects levels (w1 ,w2) at ~L, M!,
while Fig. 1~b! is for effects levels at~M, M!. Not surprisingly,
the methods perform better when the effects are of the same mag-
nitude ~M, M! and are progressively worse at~L, M! and at~L,
H!, which is not shown.

The model prediction performance of ANOVA PMSE was
found to be better than ANOVA CV performance for all first
order cases. Although in a system with continuous variation of
factor levels the tests for significance should supposedly be set
using the interaction mean square as in the CV approach~Graybill
@7#!, the tests run with the error mean squares~the PMSE ap-
proach! are more effective in identifying the correct model.

Simulations were run with random uncertainties up to 4 percent
FSC in the factors (w1 ,w2) in addition to the random uncertainty
in the response. No significant changes in model coverage were
observed. Additional simulations were also run with both FSC and
PRDG type systematic uncertainties of up to 10 percent in the
independent variables and in the response, but no significant
change in the model prediction was observed. A similar behavior
was observed for the second-order models presented in the next
section. An explanation is that, in most cases, the systematic er-
rors in the simulation data cause a shift of the whole response
surface up or down from the true value, without a significant
change in shape. A very large percent of reading systematic un-
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certainty could warp the response surface, but this effect was not
observed in the models studied. It should be noted that this insen-
sitivity to the effect of systematic uncertainties in the simulations
relates to the ability of ANOVA to identify the statistically sig-
nificant effects in the proposed regression model. The degree of
systematic uncertainties present in the measurements of the re-
sponser and the factorsxi certainly affect the uncertainty associ-
ated with use of the regressionr 5r (x1 ,x2), as shown in Brown
@3# and Brown et al.@4#. No correlated systematic uncertainty
cases were investigated in this study.

For a random uncertainty in the response below about 0.1 to 0.5
percent, a decrease in model coverage was observed in all cases,
both for first and second-order models. These results show that
even if the error is small, the statistical analysis does not neces-
sarily predict the model better. The construction of the test statis-
tics could explain this type of behavior. As mentioned previously
the sum of squares for a random sample follows an approximate
x2 distribution. This causes the ratio of two sums of squares to be
distributed as approximate F. The magnitude of the calculated
mean square error plays the lead role in determining the efficiency
of the tests. The starting point for this error is the inter-replication
variability. When the random error is small, the variability intro-
duced in the data by replication is likely to be small. The con-
structed F tests have the error in the denominator and therefore the

test ratio is likely to be large. This will result in the rejection of
the null hypothesis~the assumption of insignificant variability in a
factor or set of conditions! when it is true. In other words, the
statistical test finds insignificant effects in the model as signifi-
cant. The resulting model isoverfitted. On the other hand, as the
random error increases, the error estimate becomes large. The
constructed test ratios are small. The result is that the null hypoth-
esis is accepted when it is false. In this situation the predicted
model does not contain all significant effects and isunderfitted.
Generically these types of model estimation are summarized in
Fig. 2.

Second-Order Models. Simulations were run with a 32 fac-
torial design to investigate the effectiveness of ANOVA CV and
ANOVA PMSE in correctly detecting models with quadratic ef-
fects. The two models given by Eqs.~9! and ~10! were investi-
gated. For the model represented by~9! the relative importance of
the factors is denoted by a combination of four letters, e.g., LLLH
~w1-low level, w2-low level, w1w2-low level, andw1

2-high level!.
Results for these simulations are presented in Fig. 3. The method
used for the simulations in the figure was ANOVA PMSE. The
components of variance method were also tested but yielded
poorer results in this case.

Closer analysis of the results revealed that the drop in model
coverage for the LLLH combination of effects was caused mainly
by method inability of finding the linear interaction,w1w2 , in the
model. The quadratic effect inw1 for this case was found signifi-
cant in all simulated data sets. In the case of the HHHL effects
combination, the method failed to recognize the quadratic effect in

Fig. 1 Coverage using linear model „aÄ0.05, NrepÄ3…

Fig. 2 Generic model estimation as function of random
uncertainty

Fig. 3 Coverage using quadratic model „ANOVA PMSE,
NrepÄ3, aÄ0.01…
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w1 for a random uncertainty greater than 1.5 to 2 percent~FSC!.
The model predicted in these conditions was essentially a linear
model with interaction.

The simulations run for Eq.~9! are certainly not sufficient to
describe method effectiveness for all quadratic models. The re-
sponse models resulting from engineering experiments are usually
mathematical descriptions of physical phenomena. In these cases,
it is not uncommon that the optimum approximation of the re-
sponse contains only some higher-order interactions:w1w2 ,
w1

2w2 , w1w2
2, etc. Based on this, the second quadratic model in-

vestigated was that given by Eq.~10!

r ~x1,x2!5a01a1x1x21a2x1
2x21«~s2! (10)

With this model, the simulations were run for random uncer-
tainty in the response of 0.1 percent to 4 percent~FSC and
PRDG!. The values of the two coefficientsa1 anda2 were set at
different combinations of the three levels: L, M, H. Both ANOVA
CV and ANOVA PMSE were used to perform the analysis.
ANOVA PMSE showed a complete failure in predicting the cor-
rect form of the model. Figure 4 shows the coverage of the model
given by ANOVA CV. In this figure, LH denotes a model with
x1x2 at a low level andx1

2x2 at a high level. The HL model is the
opposite.

The standardization of the model in Eq.~9! centered the test
matrix of the design about the origin (w150, w250) of the in-
dependent variables space. This point is an extremum point for the
quadratic effect in~9!. In case of an analysis run on original
experimental data, the test matrix of the design is not necessarily
centered about such a point. The combined effect of the test ma-
trix departure from the origin and the magnitude of the experi-
mental uncertainty for the model given by Eq.~10! is presented in
Fig. 4. The high model coverage shown in Fig. 4~a! is explained
by the fact that the quadratic effects in the model have a maxi-
mum or minimum at the origin, and so the central point in the 32

test matrix was located at this extremum. For the same span of the
experimental test matrix but with a matrix point not located at the
extremum, the model coverage is drastically reduced as shown in
Fig. 4~b!.

The results of these simulations show that if curvature is
present in the data~quadratic terms are present in the true regres-
sion model!, the location of the test matrix plays an important role
in the capability of the statistical analysis to determine the signifi-
cant terms in the model. Two unfavorable situations arise:~a!
there is slight curvature in the system but no local extreme point
in the space spanned by the test matrix,D, and~b! D contains an
extreme point which is located in between the test points. In the
case~a! the quadratic effects are often small compared to first
order effects. The statistical tests lose the curvature in the error
and retain only a first order model. Box and Draper@6# made an
important point related to the case~b!—if the test points of the
design miss a possible local maximum or minimum of the system
response, then the analysis is unable to find the right form of the
model. This situation is described in more detail in the reference
mentioned and is closely related to a desirable feature for experi-
mental designs: rotatability.

Conditions for Highest Model Coverage. The results of the
simulations performed in this study indicate that the conditions
most favorable for obtaining the correct regression model using
statistical design of experiments with the ANOVA-F test are those
summarized in Table 1.

Summary and Conclusions
In this study, a hypothetical experiment and Monte Carlo simu-

lations were used to examine the effectiveness of statistical design
of experiments methods in identifying from the experimental data
the correct terms in postulated regression models for a variety of
experimental conditions. Two analysis of variance~ANOVA !
techniques—components of variance~CV! and pooled mean
square error~PMSE!—combined with F-test statistics were inves-

Fig. 4 Coverage using quadratic model „ANOVA CV, aÄ0.05,
NrepÄ3…. „a… Test matrix with extremum point in origin, „b… arbi-
trary test matrix.

Table 1 Experimental conditions for high model coverage
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tigated with first-order and second-order regression models. It was
concluded that there are experimental conditions for which one or
the other of the procedures results in high model coverage~sum-
marized in Table 1!, but there are also other conditions in which
neither procedure is successful. The ability of the statistical ap-
proaches to identify the correct models varies so drastically, de-
pending on experimental conditions, that it seems unlikely that
arbitrarily choosing a method and applying it will lead to identi-
fication of the effects that are significant with a reasonable degree
of confidence. It is concluded that before designing and conduct-
ing an experiment, one should use simulations of proposed experi-
ments with postulated truths in order to determine which statisti-
cal design of experiments approach, if any, will identify the
correct model from the experimental data with an acceptable de-
gree of confidence.

The authors have experienced first hand a proposed test that
simulations showed would fail to meet its objective. It had been
argued by some that ramjet combustor efficiency scales with mass
flow rate divided by diameter~m/D! and by others that it scales
with m/D2. A test program was considered, but a simulation as
described in the article showed—with postulated nominal data
that contained the anticipated uncertainties—that neither depen-
dence could be discerned at an acceptable confidence level with
the statistical techniques.

The model estimation performance of the procedure was found
to be very sensitive to the relative importance of the effects in the
model, with balanced magnitudes of effects yielding the best
model estimates. Data generated by first-order models resulted in
a better capability of the statistical analysis. If any second-order
~quadratic! interactions are present in the model, the statistical
analysis often fails to identify the right model by either overfitting
~ANOVA PMSE! or underfitting~ANOVA CV !.

No significant change in the effectiveness of the methods in

identifying the correct model was observed when systematic un-
certainties of up to 10 percent in the independent variables and in
the response were introduced into the simulations. An explanation
is that the systematic errors in the simulation data caused a shift of
the whole response surface up or down from the true value, with-
out a significant change in shape. A very large percent of reading
type systematic uncertainty in a first-order model could cause a
significant warp in the response surface, as could any type of
systematic uncertainty in a second-order model with strong cur-
vature, but no effects on the ability of the statistical methods to
identify correct models were observed in this study.
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Friction Factor in U-Type
Undulated Pipe Flow
Measurements of pressure losses in a U-type undulated hydraulically smooth wall pipe,
having constant radius curvature, are presented. The effect of the dimensionless curvature
radius 2R/d on theDarcy friction factor was investigated in the range of the Reynolds
number from about 50 to 10,000 and for the dimensionless pipe curvature radiuses
2R/d56.62, 7.95, 11.13, 16.03, 22.58, and 27.85. A smooth transition from laminar to
turbulent region in the friction factor versus Reynolds number plot, typical for curved
pipe flows, was observed. The experimental data were correlated with the relatively
simple equation using new Dean number Den5Re* ~Den5Re* ~d/2R!: ln ~ f w* Re/64!
5a1b~ ln~Den!!2, which is not valid for larger values of Den and 2R/d, e.g., for
Den.200 at 2R/d522.58, and for Den.70 at 2R/d527.85. The new Dean number,
below which the influence of the pipe curvature in comparison to the straight tube was not
seen, is Den<;3. @S0098-2202~00!02802-9#

Introduction
The waved pipes are used in a great number of heat transfer

equipment because of the more vigorous mixing of fluid provided
by the alternating bends. At present, the waved pipes are used, for
example, in shell-and-tube heat exchangers for domestic and in-
dustrial water heating systems, in floor heating systems, and in
plate solar collectors.

We have two kinds of a wavy pipe geometry:
~a! Sine-wavy pipe.
~b! Constant radius curvature wavy pipe~Fig. 1). This kind of

wavy pipe is easier to shape from metal or plastic pipe. We can
distinguish two types of this wavy pipe: U-type and S-type wavy
pipe. These types of wavy pipe can have the spacer lengthl /d
50 ~undulated pipes! or l /d.0.

Flows in helical coils and in single bends of the pipe of circular
cross-section are well recognized~for example: Ward-Smith@1#;
Burger and Talbot@2#; Ito @3#!. These flows are characterized by a
secondary flow imposed on the main flow which has the form of a
counter-rotating helical vortex pair~originally described by Dean
@4#!. At the Dean number De5100 a centrifugal instability near
the concave outer wall of the pipe gives the origin of a developing
additional pair of vortices called ‘‘Dean vortices’’~Cheng and
Yuen @5#!. Strong influence of the single bend curvature on the
pressure difference between outer and inner pipe walls is observed
about two diameters upstream and about three diameters down-
stream from the bend~Ito @6#!. It is expected that the velocity
profile distorted by the bend will be observed for much longer
downstream distance. Flow in a wavy pipe approaching a con-
secutive bend is much more complex. Pressure losses of the flow
in a wavy pipe are a result of the very complex velocity gradient
distribution and friction at the pipe wall and of the dissipation of
energy of the vortex pairs produced by each consecutive bend.
Very few papers concerning pressure drop in a wavy pipe flow
were reported in the available literature. The data published by
Shimizu et al.@7# concern the coiled and U-type wavy pipes hav-
ing relatively small curvatures~2R/d51, 3, and 6! and they did
not fully describe the effect of Reynolds number. Popiel and Van
der Merwe@8# investigated the pressure losses for sine-pipe flow.

In our paper, the results of measurements of pressure losses in
a U-type undulated pipe flow are presented for a wide range of the
bend curvature radius (2R/d) and of the Reynolds number.

Experimental Setup
Pressure losses in a constant radius-wavy pipe flow were mea-

sured using the set-up shown schematically in Fig. 2. A steady
flow of water was supplied to the test section from an upstream
head tank. The flow rate of water was controlled by a valve lo-
cated upstream of the entrance section. The entrance section was
in the form of the 70d long straight pipe. For the entrance and test
sections the 1.6 mm thick transparent plastic pipe having 7.55 mm
internal diameter was used. The length of the test section pipe was
1•325.6 d. The diameter of the outlet pipe was 20 mm. At low
water flow rates the outlet of water was at the same level as the
horizontal test pipe. At the higher flow rates~giving pressure
losses aboveDP5350 mm H2O! the outlet pipe of water was
gradually lowered to keep zero pressure head roughly at the
middle of the test pipe to avoid the effect of swelling of the plastic
pipe.

The constant radius undulated pipe bends were obtained with
the 15 mm wide rings cut off from the hard plastic pipes and

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
June 2, 1999; revised manuscript received February 7, 2000. Associate Technical
Editor: M. R. Hajj. Fig. 1 Wavy pipes of constant radius curvature
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attached to the thick flat plywood plate. At small curvature radi-
uses of the undulated pipe some small deformation of the circular
cross-section of the pipe was difficult to avoid. One series of
experiments for the curvature radius to the pipe radius 2R/d
56.62 was performed with the 1 mm thick copper pipe of 3.91
mm in diameter and 333.9d in length.

Constant pressure and temperature of water at the inlet of the
test section assured a constant flow rate during each run when a
flow rate, pressure loss, and temperature were recorded. Water
mass flow rate was measured with a weight technique using a
precise electronic scale of 12 kg in range and 0.1 g in resolution.
Pressure losses were measured with 2.4 m high water and 1 m
high mercury U-tube manometers. At low pressure losses it was
important to keep the temperature of water in U-tube manometer,
in both pressure impulse plastic pipes and in the test section, on
the same level. To reduce the entry and exit effects the upstream
pressure tap was located at the distance above 5d before the first
bend and the downstream pressure tap at about 20d behind the
last bend. At low water flow rates it was important to keep the
temperature of water on the same level or slightly higher from the
temperature of air in the laboratory, otherwise a significant depo-
sition of the small air bubbles on the pipe surface producing un-
desirable roughness was observed.

Before the main measurements were started a calibration test
was executed with the same straight test section pipe. A very good
agreement of the measured pressure losses with the theoretical
solution based on the Hagen-Poiseuille law (f 564/Re) in a lami-
nar region and with the formula of Blassius (f 50.3164/Re0.25) in
turbulent region valid for a hydraulically smooth pipe has been
obtained~Fig. 3!. A laminar-turbulent transition was observed at
the Reynolds number of about Re52350.

Density and viscosity of water were determined with the fol-
lowing approximating formulas~Popiel and Wojtkowiak@9#!

— for density:

rs5a1bT1cT21dT2.51eT3 @kg/m3#

where: a5999.79684,b50.068317355,c520.010740248,d
50.00082140905,e522.3030988* 1025 — constants, andT —
temperature °C,

— for dynamic viscosity:

ms51/~a1bT1cT21dT3! @kg/ms#

where: a5557.82468, b519.408782, c50.1360459, d5
23.1160832* 1024, andT — temperature, °C.

The above formulas give density and dynamic viscosity for
water along the saturation line in the temperature range from 0°C

to 150°C. The density and the dynamic viscosity of water at 1 bar
are practically the same as on the saturation line.

The maximum overall uncertainties based on the single sample
analysis~e.g., Moffat,@10#! in measurements of the friction factor
f were64.5 percent at the Re5100,62.5 percent at the Re5300
and below61.5 percent at the Re>1000 with 95 percent cer-
tainty. These values were dominated by the errors associated with
the pressure measurements. The uncertainty in determination of
the Re number was60.6 percent with 95 percent certainty.

Results and Discussion
Geometrical parameters of the tested pipes are shown in Table

1. The lowest number of bends was 30 and one can assume that
the obtained results are valid for the periodically developed flow
in the U-type undulated pipe. Total pressure losses for a U-type
undulated pipe flow are presented in a form of the Darcy friction
factor versus Reynolds numberf w5 f (Re) in Fig. 4 where the
effect of the dimensionless curvature radius (2R/d) as a param-
eter is shown. These data do not show an abrupt laminar to tur-
bulent transition. This typical behavior of the friction factor
against Reynolds number was also found in the helical pipe flow
~e.g., Shah and Joshl@11#! and in the sine-waved pipe~Popiel and
Van der Merwe@8#!. It is known that curvature of the helical pipe
increases the critical Reynolds number. In our case, like in the
sine-waved pipe flow, we have more complex mixing and gradual
laminar to turbulent transition. It is not precisely clear when and
how a laminar counter-rotating vortex flow in waved pipes
changes into turbulent flow pattern as the Reynolds number in-
creases. From the smooth laminar-turbulent flow transition, which
is shown in Fig. 4 it is concluded that in the elongated transition
region the laminar secondary flow and the developing additional
Dean vortices are gradually replaced by the turbulent secondary
flow.

In Fig. 5, the experimental data are presented in a form of the
modified friction factor versus a modified Dean number~after Ito
@3#!:

f w* ~2R/d!0.55 f @Dem5Re* ~d/2R!2# (1)

Fig. 2 Experimental rig for pressure-loss measurements

Fig. 3 Friction factor for a straight pipe flow

Table 1 Geometrical parameters of the investigated U-type
undulated pipes

d @mm# L/d 2R/d No. of bends

3.91 333.9 6.62 33
7.55 1326.6 7.95 104
7.55 1326.6 11.13 74.5
7.55 1326.6 16.03 51.5
7.55 1326.6 22.58 36.5
7.55 1326.6 27.85 30
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At higher values of Dem5Re*(d/2R)2 data for 2R/d527.85 and
22.58 show the beginning of tendency to follow one line, like for
a sine-wavy pipe flow~Popiel and Van der Merwe@8#!. The fric-
tion factor on this line probably is the result of the superimposed
effects of the secondary vortex flow and the developed turbulent
mixing.

Surprisingly, when the experimental data are presented in a
form of the normalized friction factorf w* Re/64 versus a new
Dean number Den5Re*d/2R a main pool of the experimental data
fall into one line~Fig. 6!, which has been approximated with the
following equation

ln~ f w* Re/64!5a1b~ ln~Den!!2 (2)

where:a50.021796,b50.0413356~with FitStdErr50.219!. The
above approximation equation was obtained with the last squares
error technique of fit using the Table Curve 2D, Automated Curve
Fitting Software, Jandel Sci.~1994!. The constantsa andb were
determined for Re*d/2R.50 at 2R/d56.62, and for Re*d/2R
.25 at 2R/d57.95 to avoid the effect of the low accuracy ex-
perimental data.

A very good agreement of the approximation equation and the
experimental data is demonstrated in Fig. 6. However, it should be

noticed that the experimental points for larger curvature radiuses
show an increasing departure with increasing value of Re(d/2R).
For example, this departure is observed for Re(d/2R).200 at
2R/d522.58, and for Re(d/2R).70 at 2R/d527.85. The expla-
nation of this situation one can find in Fig. 4, where the corre-
sponding points are getting closer to the straight smooth pipe tur-
bulent flow data. These points are located at some distance above
the straight smooth pipe turbulent flow data because of the addi-
tional effect of the Dean vortices. At the lower Reynolds numbers
a spread of the experimental points is wider because of the lower
accuracy of measurements of low pressure losses.

From Fig. 6 it is seen that in the laminar region the effect of the
pipe curvature on the friction factor vanishes below the new Dean
number Den,;3 for all tested geometrical parameters.

Concluding Remarks
The Darcy friction factor versus Reynolds number plot for a

U-type undulated pipe flow shows a smooth transition from the
laminar to the turbulent regime which is typical for curved pipes.
Presumably, as in the sine-waved pipes, in this elongated transi-
tion region the effect of the laminar secondary flow and the de-
veloping Dean vortices on the pressure losses is gradually re-
placed by the turbulent secondary flow as the Reynolds number is
increased.

In the laminar region the effect of the U-type undulated pipe
curvature vanishes below the new Dean number Den5Re*d/2R
,;3. Due to the specially chosen dimensionless numbers it was
possible to correlate the main part of the experimental data with
the relatively simple equation

ln~ f w* Re/64!5a1b~ ln~Den!!2

which is not valid for the larger curvature radiuses and higher
Dean numbers. For example, it is not valid for Den.200 at
2R/d522.58, and for Den.70 at 2R/d527.85. It is interesting to
notice that using the original Dean number it was difficult to cor-
relate the experimental data of the friction factor for the U-type
undulated pipe flow.
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Nomenclature

d 5 diameter of pipe
De5Re(d/2R)1/2 5 Dean number
Dem5Re(d/2R)2 5 modified Dean number

Den5Re(d/2R) 5 new Dean number
f 5DP/(0.5* U2rL/d) 5 Darcy friction factor

l 5 spacer length
L 5 length of pipe

DP 5 pressure losses

Fig. 4 Friction factor as a function of Reynolds number

Fig. 5 Modified friction factor as a function of the modified
Dean number

Fig. 6 Normalized friction factor versus new Dean number
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R 5 radius of the wavy pipe centerline
curvature

Re5U*d/n 5 Reynolds number
U 5 mean velocity
r 5 density of water
n 5 kinematic viscosity of water

References
@1# Ward-Smith, A. J., 1980,Internal Fluid Flow. The Fluid Dynamics of Flow in

Pipes and Ducts. Chapter B: Bends, Clarendon Press, Oxford, pp. 248–306.
@2# Burger, S. A., Talbot, L., and Yao, L. S., 1983, ‘‘Flow in Curved Pipes,’’

Annu. Rev. Fluid Mech.,15, pp. 461–512.
@3# Ito, H., 1987, ‘‘Flow in Curved Pipes,’’ Int. J. JSME,30, pp. 543–552.
@4# Dean, W. R., 1927, ‘‘Note on the Motion on Fluid in a Curved Pipe,’’ Philos.

Mag., 4, pp. 208–223.
@5# Cheng, K. C., and Yuen, F. P., 1987, ‘‘Flow Visualization Studies on Second-

ary Flow Patterns in Straight Tubes Downstream of a 180 deg Bend and in
Isothermally Heated Horizontal Tubes,’’ ASME J. Heat Transfer,109, pp.
49–54.

@6# Ito, H., 1960, ‘‘Pressure Losses in Smooth Pipe Bends,’’ ASME J. Basic Eng.,
82, pp. 131–143.

@7# Shimizu, Y., Sugino, K., Kuzuhara, S., and Murakami, M., 1982, ‘‘Hydraulic
Losses and Flow patterns in Bent Pipes~Comparison of the Results in Wavy
Pipes and Quasi-Coiled Ones!,’’ Bull. JSME, 25, pp. 24–31.

@8# Popiel, C. O., and Van der Merwe, D. F., 1996, ‘‘Friction Factor in Sine-Pipe
Flow,’’ ASME J. Fluids Eng.,118, pp. 341–345.

@9# Popiel, C. O., and Wojtkowiak, J., 1998, ‘‘Simple Formulas for Thermophysi-
cal Properties of Liquid Water for Heat Transfer Calculations~from 0°C to
150°C!,’’ Heat Transfer Eng., An International Quarterly,19, pp. 87–101.

@10# Moffat, R. J., 1988, ‘‘Describing the Uncertainties in Experimental Results,’’
Exp. Therm. Fluid Sci.,1, pp. 3–17.

@11# Shah, R. K., and Joshl, S. D., 1987, ‘‘Convective Heat Transfer in Curved
Ducts,’’ Handbook of Single-Phase Convective Heat Transfer, p. 5.8, Wiley.

Journal of Fluids Engineering JUNE 2000, Vol. 122 Õ 263

Downloaded 03 Jun 2010 to 171.66.16.148. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



V. I. Vasiliev1

Group Manager,
ABB Uniturbo Ltd.,

13 Ul. Kasatkina,
P.O. Box 16, 129301,

Moscow, Russia

On the Prediction of Axisymmetric
Rotating Flows by a One-Equation
Turbulence Model
A one-equation model previously tested for parabolic flows and 2-D separated flows was
implemented for rotating flows. Flows in rotor-stator disk systems, and in sealed cavities
between contrarotating and corotating disks, were calculated and compared with known
experimental and numerical data. For buoyancy-driven flow in a rotating cavity, an
analytic solution for the turbulent regime was obtained.@S0098-2202~00!01302-X#

Introduction
Flows in rotor-stator disk systems or in rotating cavities are

typical examples of the rotating flows which occur in turboma-
chinery. Therefore, the ability to predict the characteristics of such
flows has a significant impact on gas turbine engine design.

Extensive experimental and theoretical studies of rotating flows
began in the 1950s, and at that time efforts were concentrated on
relatively simple plane disk systems. The results of those studies
were summarized in the monograph of Dorfman@1#. More recent
research on plane disk systems, including the results of numerical
simulations, is described in the monograph of Owen and Rogers
@2,3#, and also in the review of Owen and Wilson@4#. In the last
decade, attention has turned to disk systems with complex geom-
etry, and the numerical simulation of rotating flows has penetrated
into design practice~see, for example, the review of Stow and
Coupland,@5#!. However, the choice of an appropriate turbulence
model for numerical calculations is still an open issue.

A satisfactory turbulence model should meet the following re-
quirements: 1! it should provide acceptably accurate predictions
of the turbulent stresses and heat fluxes, 2! it should be universal,
i.e., allow calculations of different flows without changes of co-
efficients and source terms, 3! it should be numerically compat-
ible, i.e., should not impose additional restrictions on the algo-
rithm which are not already required for velocity field simulation,
and must allow any reasonable boundary conditions.

Low-Reynolds-numberk-« models have been used in several
studies of prediction of rotating flows. These models meet the
requirement of universality and successfully describe many kinds
of rotating flows. On the other hand, they impose significant re-
strictions on the calculation procedure. For example, the low Rey-
nolds numberk-« models of Launder and Sharma@6# and Morse
@7# require very fine grids near the wall (y1,0.5) and more than
30 points per boundary layer thickness. Iacovides and Theafo-
nopoulos@8# used an algebraic~mixing length! model near the
wall to reduce grid restrictions. For the same reason the high-
Reynolds-numberk-« model with wall functions is commonly
applied in engineering practice~e.g., Virr et al.@9#!. However, the
latter approaches, while improving numerical compatibility, do
not yield a universal model.

Recently, it was shown, for nonrotating flows, that one-
equation models for turbulent viscosity provide a reasonable com-
promise between the above three requirements. The models of
Spalart and Allmaras@10#, Secundov@11#, and the new version of
Secundov’s model,n t92 ~see Gulyaev et al.@12#! approach uni-
versality and have good accuracy and, on the other hand, have

very simple numerical realizations. The original Secundov model
@11# has been used for different parabolic flow calculations, and
took part in the Collaborative Testing of Turbulence Models
~Bradshaw et al.@13#!, where it showed an accuracy comparable
with other models tested. Recently, it has been tested for several
kinds of separated flows~Vasiliev et al. @14#!. However, these
one-equation models have not been applied to rotating flows.

The aim of the present work was to test the one-equationn t
model~Secundov@11#! for rotating flows. For this purpose several
axisymmetric flows were considered:

1 The flow in a sealed rotor-stator rectangular cavity. The re-
sults of these calculations were compared with experimental data
and calculations by thek-« model.

2 The flow in a rotor-stator disk system with axial clearance.
For this particular case there are no experimental data, but it pre-
sents a example of relatively complex geometry and allowed the
numerical capabilities of the whole calculation procedure to be
checked. Another point is that for cavities with axial clearance
and inflow or outflow there are many experimental and calculation
data~e.g., Owen and Wilson@4#!; at the same time the case with-
out through-flow has not previously been investigated in detail.
Therefore, the present numerical study could be useful for engi-
neering estimates.

3 The flow in a sealed rectangular cavity with contra-rotating
disks, where the calculations were compared with available ex-
perimental data.

4 The flow in a sealed rotating cavity~with corotating disks!
driven by buoyancy forces. The agreement with experimental data
for this case is rather poor. However, it should be mentioned that
this case is the most intractable of all rotating flows and there are
several pieces of evidence that it is not axisymmetric. On the other
hand, the advantage of a one-equation model for this case is that it
has an analytic solution, which is also presented below.

Mathematical Model

Governing Equations. The Reynolds-averaged Navier-
Stokes conservation equations for axisymmetric incompressible
flows can be written in generalized coordinates as

]

]j Fy

J
~~A2Av!jx1~B2Bv!jy!G

1
]

]h Fy

J
~~A2Av!hx1~B2Bv!hy!G5

1

J
S (1)

where x,y are axial and radial coordinates,j, h are generalized
coordinates, andJ5](j,h)/](x,y) is the Jacobian of the coordi-
nate mapping.

The fluxes are given by
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A5S r0u
r0u21p

r0uv
r0uw

D , B5S r0v
r0uv

r0v21p
r0vw

D ,

Av5S 0
txx

txy

txf

D , Bv5yS 0
txy

tyy

tyf

D , (2)

whereu,v,w are axial, radial, and swirl velocity components,p the
pressure andr0 the density, which is assumed constant. The vis-
cous stressest are assumed proportional to the strain rates:

txx52neffS ]u

]xD , tyy52neffS ]v
]y D , txy5neffS ]u

]y
1

]v
]xD ,

txf5neffS ]w

]x D , tyf5neffS ]w

]y
2

w

y D , tff52neffS v
y D

whereneff5nt1n, n t is the turbulent~eddy! viscosity, andn is the
molecular viscosity which is assumed constant.

In the present work, both isothermal and buoyancy-driven ro-
tating flows were considered. In the latter case, the temperature
variations were assumed small and the Boussinesq approximation
was used. Thus, in a rotating reference frame the source term in
~1! is written as

S5S 0
0

p1r0w22tff12r0Vyw2r0V2y2u
2r0vw1tyf22r0Vyv

D (3)

whereV is the speed of rotation,u5bDT, whereb is the volume
expansion coefficient andDT5T2T0 ; T is the local temperature
andT0 is a reference temperature. In a rotating reference framep
is the deviation of the pressure from its hydrostatic value, i.e., the
real pressure isP5p1r0y2V2/2. The isothermal flows were cal-
culated in an absolute reference frame, and in these cases the
speed of rotation in~3! was set to zero.

The temperature and turbulent viscosity satisfy transport equa-
tions, which in generalized coordinates can be written as:

]

]j

y

J
~rU f 2Qj!1

]

]h

y

J
~rV f2Qh!2Source50 (4)

Qj5rS n1

s t
1

n

s D F ~¹j"¹j!
] f

]j
1~¹j"¹h!

] f

]hG ,
Qh5rS n t

s t
1

n

s D F ~¹h"¹j!
] f

]j
1~¹h"¹h!

] f

]hG
wheref stands foru or n t .

The source term and coefficients for the energy equation in
Boussinesq-approximation form are given by:
Source50.0,s t5Prt50.9,s5Pr, where Pr and Prt are molecular
and turbulent Prandtl numbers respectively.

The source terms and coefficients for Secundov’s model are
given by:

Source5rn ty~0.2aG2~3n t150n!/D2!

G5~t2
xx12g2

xy1t2
yy12t2

xf12t2
yf1t2

ff!/~2m2
eff!

a5
~n t/8n!211.4~rn t18n!10.2

~n t/8n!221.4~n t18n!11.0
,

s t50.5, s51.0,

andD is distance to nearest wall.

In numerical calculations the equation for swirl velocity was
integrated separately from the meridional flow equations, and for
this purpose it was written in the form~4!, wheref stands forw.

Details of Numerical Procedure. The above equations were
solved numerically using the method described by Vasiliev et al.
@14#. For incompressible flows this method implements the
artificial-compressibility approach and allows the use of high or-
der schemes developed for compressible flows. For rotating flows
the artificial-compressibility coefficient was set equal to (VR)2,
whereR is the radius of the cavity.

For channels flows~Vasiliev et al.@14#! the system of algebraic
equations corresponding to the Navier-Stokes equations was
solved by a line-relaxation block-tridiagonal algorithm, and the
scalar equations by a point Gauss-Seidel method. For rotating
flows the block-tridiagonal and tridiagonal ADI~alternating direc-
tion implicit! methods were implemented for the Navier-Stokes
and scalar equations, respectively, and this increased the rate of
convergence.

The calculation method accepts block-structured grids and al-
lows treatment of complex geometries~one example of a rela-
tively complex geometry is given in the present paper!.

Results of Calculations

Sealed Rotor-Stator Cavity. The cavity configuration and
the calculation grid are shown in Fig. 1~a!. The grid nodes are
condensed near the solid walls. In Fig. 1 a cavity with inner and
outer shrouds is shown, but if the flow domain includes the axis of
symmetry~i.e., r 50!, then there is no condensation of nodes near
lower boundary.

The isothermal flow in a sealed rotor-stator cavity of rectangu-
lar cross section is characterized by three parameters:r /R, G
5s/R, and Re5VR2/n. In the present work, the following cases
were considered: 1! r /R50, G50.155, Re583105, 2! r /R
50.1, G50.0685, Re56.93105, and 3! r /R50, G50.1, Re in
the range from 105 to 43106. For the first case the calculated
results are compared with experimental data from the monograph
of Dorfman @1#, for the second one with measurements and cal-
culations byk-« models ~taken from the review of Owen and
Wilson @4#!. The third case demonstrates the prediction of transi-
tion, in comparison with thek-« model of Morse@7#.

The boundary conditions for these cases are the following:~a!
no-slip boundary conditions on the walls, i.e.,u5v50, ]p/]n
50, n t50, wheren is distance normal to the wall,w50 for

Fig. 1 Scheme of disk cavity and calculation grid: „a… rotor-
stator system, „b… contra-rotating disks
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stationary walls,w5Vy for rotating ones;~b! symmetry condi-
tions on the axis~for cases 1 and 3!, i.e., v5w50, ]u/]n
5]p/]n50, ]n t /]n50.

In Case 1 three grids, with different numbers of nodes (15
315,30330,60360) but with the same law of node distribution,
were used. The results became grid-independent at the finest
mesh: however, even the mid-size mesh (30330) resulted in rea-
sonable accuracy, acceptable for engineering estimates. The com-
parison of swirl velocity distributions with the available experi-
mental data~Dorfman @1#! is presented in Fig. 2. In general, the
agreement is quite reasonable; moreover, in the core region it is
good, but there is some discrepancy in the disk boundary layer
near the shroud.

In Case 2 the agreement with experimental data is also good.
Comparisons of calculated and measured swirl and radial velocity
profiles are shown in Fig. 3. Calculations by other turbulence
models are also shown in Fig. 3. In the case considered, the one-
equation model gives better agreement than the Launder and
Sharmak-« model, and nearly the same accuracy as the Morse
k-« model. However, the last-named has been specially adapted

for rotating flows, while we used the one-equation model without
modification for rotation effects. Another point is thatk-« models
requiresy1,0.5 in the first cell, but the one-equation model ac-
ceptsy1>1.5 ~60360 grid!, and eveny153 with the coarser
grid (30330), which still ensures reasonable accuracy. Thus, the
one-equation model is much less restricted in the near-wall region.

In Case 3, calculations were performed for a range of Reynolds
number, to investigate the ability of the one-equation model to

Fig. 2 Swirl velocity distributions: „a… axial profiles, „b… radial
distribution at the mid plane „rotor-stator system, GÄ0.155, r
Ä0, ReÄ8Ã105

…

Fig. 3 Velocity distributions in rotor-stator cavity „GÄ0.0685,
r ÕRÄ0.1, ReÄ6.9Ã105

… L experiment Launder-Sharma
model, ••• Morse model, one-equation model „present cal-
culations …

Fig. 4 Effect of Re on radial variation of swirl velocity in rotor-
stator cavity „GÄ0.1, r ÕRÄ0, x ÕsÄ0.5…: 1, ReÄ105; 2, ReÄ4
Ã105; 3, ReÄ106; 4, ReÄ4Ã106, ••• Morse model, one-
equation model „present calculations …
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predict transition in rotating flows. The results of the calculations
are compared with Morse’s predictions, taken from the mono-
graph of Owen and Rogers@2#. The comparison of swirl velocity
distribution in the core region~i.e., atx/s50.5! is shown in Fig. 4.
For the low Reynolds number (105) both models predict laminar
flow. For the high Reynolds numbers (106,43106) both models
predict transition, which takes place not far from the axis. The
one-equation and Morse models agree well in the turbulent region,
and give a similar onset of transition. However, inside the transi-
tion region there is a significant discrepancy. The one-equationn t
model gives very ‘‘steep’’ transition~i.e., the transitional region is
short!, while the Morse model gives more ‘‘smooth’’ transition.
This behavior of then t model has been previously observed in
nonrotating flows~e.g., Kazarin et al.@15#!. An analogous steep
transition occurs when the Reynolds number is varied, and it ex-
plains the big differences in the predictions for intermediate Rey-
nolds number (43105). For this regime the one-equation model
predicts a rather high level of turbulence, but the Morse model
predicts even lower swirl than for laminar case.

It should be mentioned that using semi-empirical models~either
one-, or two-equation types! one can hardly expect very reliable
resultsinsidethe transition region, and the more important feature
is the ability of the model to predict correctly the onset of transi-
tion, and to switch automatically from one regime to another. The
n t model used here has this ability, in spite of its simplicity.

The calculated moment coefficients can be compared with the
empirical correlations of Daily and Nece@16#. In the cases con-
sidered, the boundary layers on the rotating and stationary walls
do not interact with each other, and the appropriate empirical
correlations have the forms:

CM51.85G1/10Re20.5 ~laminar flow, here valid only for case 3,
at Re5105!,

CM50.051G1/10Re20.2 ~turbulent flow!.
A comparison of calculated and empirical values is presented in

the Table 1. The discrepancy for most cases does not exceed 2
percent, reaching 4 percent for Case 3 at Re54 105, which is still
good agreement.

Rotor-Stator Disk System With Axial Clearance. The in-
fluence of axial clearance on the cavity without through-flow was
studied for a geometry typical of an uncooled power turbine,
where the flow in the cavity has a large effect on the heat transfer
and on the thermal state of the rotor. The geometry of the cavity,
with the computational grid, is shown in Fig. 5. The whole calcu-
lation domain consists of two subdomains, and the total number of
cells equals 65358.

The boundary conditions on the walls and axis are the same as
for the sealed cavity~i.e., no-slip and symmetry conditions!. The
most consistent approach for determining the parameters in the
clearance is the simultaneous calculation of the cavity flow and
the external stream. However, the external flow in a real turbine is
3D and could not be computed in this work. Therefore, for the
2-D case considered a simplified approach was adopted, i.e., the
pressure and swirl velocity in the clearance were prescribed, but
the swirl was varied over a wide range which covers the possible

swirl deviations in the 3-D case. The radial gradients of other
quantities in the clearance were assumed zero~i.e., ] f /]y50!.

The distributions of swirl velocity in the clearance are pre-
sented in Fig. 6. It was assumed that the external flow would
influence the level of core swirl~We! rather than the shape of the
profile. In the case of nonswirled external flow~i.e., We50! the
radial gradient ofw was set to zero.

The calculations were performed at Re54.53106, for a closed
cavity and a cavity with axial clearance. The calculated maps of
streamlines for various levels of swirl in the clearance are pre-
sented in Fig. 7.

Table 1

r /R G Re

CM
numerical

calculations

CM
experimental
correlation

Case 1 0 0.155 83105 2.8131023 2.7931023

Case 2 0.1 0.0685 6.93105 2.6131023 2.6531023

Case 3 0 0.1 105 4.6831023 4.6531023

Case 3 0 0.1 43105 2.9431023 3.0731023

Case 3 0 0.1 106 2.5331023 2.5631023

Case 3 0 0.1 43106 1.9031023 1.9431023

Fig. 5 Computational grid for cavity with axial clearance

Fig. 6 Prescribed swirl velocity at the axial clearance
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In the sealed cavity one large vortex occupies the meridional
section. The swirl velocity in the core is about 40 percent of the
disk speed at the same radius.

In the cavity with axial clearance the flow structure depends
strongly on the external stream characteristics. If the external
stream is nonswirling the swirling core in the cavity vanishes and
the swirl velocity rapidly decreases at a small distance from the
disk surface. A complex structure with three vortices is formed at
the meridional section. In the case of a swirling external stream
the influence of clearance decreases with increase ofWe, and at
We50.75 the swirling core is practically the same as in the sealed
cavity. For the latter case the meridional flow structure changes
only near the clearance, where a small additional recirculation
zone appears.

The moment coefficient as a function of external swirl intensity
is shown in Fig. 8. For nonswirling external flow the value ofCM
increases to a level typical of the free disk, and for highly-swirled
external flow it became even lower than in a sealed cavity~CM

52.0731023 for sealed cavity!.

Sealed Cavity Between Contra-Rotating Disks. The flow in
a cavity between contrarotating disk is characterized byr /R, G,
Re5VR2/n, and by an additional parameterG, the ratio of disk
speeds~here we consideredG as positive, but in all cases the disks
rotate in opposite direction!. In the present work, calculations
were performed for one cavity (G50.12), two values of Rey-
nolds number (105,1.253106), and disk speed ratios in the range
from zero to unity.

The calculation grid is shown in Fig. 1~b!. To ensure grid-
independent solutions the 60360 grid was used.

The results of the calculations~swirl and radial velocity com-
ponents! are shown for low Reynolds number in Fig. 9, and for
high Reynolds number in Fig. 10. The calculated results are com-
pared with the measurements of Kilic, Gan and Owen~for low
Reynolds number Kilic et al.@17#, for high Reynolds number
Kilic et al. @18#!.

For the low Reynolds number (105), laminar calculations (n t

[0) were performed as well as calculations using the one-
equation model. At a disk speed ratioG50 ~i.e., in the limit of a
rotor-stator cavity! both calculations give the same results, which
means that the one-equation model predicts laminar flow. These
results are in good agreement with measurements. An increase of
G leads to the appearance of turbulence, and the experimental data
deviates from laminar solution. The one-equation model qualita-
tively describes this effect. Moreover, the calculated swirl velocity
distributions are in rather good agreement with measurements,
and significantly different from laminar data. The radial velocity
distributions also agree with measurements in the core region, but
there is a significant discrepancy near the wall.

At the high Reynolds number (1.253106), where according to
measurements the flow is fully turbulent, the agreement between
calculations and experiment is good~see Fig. 10!. The model
correctly predicts the change of velocity profiles due to variation
of disk-speed ratio.

Thus, the one-equation model works well for fully turbulent
flows but overpredicts to some extent the turbulence at transitional
values of the Reynolds number. The latter is connected with steep
transition, as mentioned above.

It is interesting to note that the Launder-Sharmak-« model

Fig. 7 Streamline maps for different swirl in the clearance „the values of stream-
function are normalized by 0.01 VR2

…

Fig. 8 Influence of the external flfow on the momentum
friction
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underpredicts transition, and atG50.4 andG50.6 gives even
worse results than the one-equation model~see Kilic, Gan and
Owen @17#!

Buoyancy-Driven Flow in Rotating Cavity. The buoyancy-
driven flow in a sealed cavity is the most intractable of all rotating
flows. There is evidence to suggest that this flow is usually three-
dimensional and unsteady, but there are no direct data confirming
this for the fully- turbulent regime~Owen and Rogers@3#!. At the
same time there are indirect data which might be associated with
turbulent flows. For instance, Schukin and Olimpiev@19#, measur-
ing total heat fluxes in rotating cavity at high Reynolds number,
observed a change in the heat transfer law, which could be iden-
tified in spite of significant data scatter. In the present work the

flow for the same conditions was studied numerically, and com-
putations were compared with Schukin and Olimpiev’s
measurements.

These measurements were performed in a cavity of rectangular
cross-section (G50.12, r /R50.097) filled with water. Disk sur-
faces were maintained at constant temperatures, and shrouds were
adiabatic. The data associated with turbulent flow correspond to
Reynolds number Re.107. Measurements are available up to
Re573107. The mean temperature~i.e., (Thot1Tcold)/2! was
varied in the range 30°C to 60°C, and the normalized temperature
difference (um5b(Thot2Tcold)) in the range 0.002 to 0.008.
The Prandtl number, based on mean temperature, varies from 3 up
to 6: therefore the Rayleigh number (Ra5Re2 Prum) for the re-
gimes considered was high, 5.331012,Ra,6.331013.

Fig. 9 „a… Velocity distributions between contra-rotating disks
„GÄ0.12, ReÄ105, y ÕRÄ0.85, GÄ0;0.4…. „b… Velocity distribu-
tions between contra-rotating disks „GÄ0.12, ReÄ105, y ÕR
Ä0.85, GÄ0.6;1.0….

Fig. 10 „a… Velocity distributions between contra-rotating
disks „GÄ0.12, GÄ0.6, ReÄ1.25Ã106

… „b… Velocity distributions
between contra-rotating disks „GÄ0.12, GÄ1.0, ReÄ1.25Ã106

…
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The measured Nusselt number is plotted in Fig. 11. Here
Nu5Rq/~Thot2Tcold!)/l, whereq is surface-averaged heat flux,
l is thermal conductivity, and Re25Reum . The measured heat
fluxes were correlated by Re2, because the analysis of the govern-
ing equations shows that at high Reynolds number the Coriolis
forces are dominant~see also the analytic solution below! and the
flow should be controlled by this parameter, rather then by the
Rayleigh~or Grashof! number. Therefore, this flow should be sig-
nificantly different from natural convection. The data in Fig. 11
reveal significant scatter, which is approximately the same as for
Schukin and Olimpiev’s correlation based on Rayleigh number.

The calculations were performed in the same range of Re2 as
the experiment (53104,Re2,53105). The calculation grid is
shown in Fig. 1~a!. Similarly to the other cases considered, the
grid with 60360 cells ensured a grid-independent solution. The
boundary conditions for pressure-velocity fields were the same as
for other cases~i.e., no-slip conditions!. Normalized temperatures
on the disk surfaces were constant~u50 on hot wall,u52um
52b~Thot2Tcold! on cold wall!, and the shrouds were assumed

adiabatic (]u/]n50). The Prandtl number was fixed in the cal-
culations, Pr53. However, the influence of Pr variations was
evaluated and this influence was much lower than the discrepancy
between calculations and measurements.

The calculated Nusselt number is shown in Fig. 11 by the thick
solid line. The calculations significantly underestimated the heat
fluxes. At the same time, when the Coriolis forces were switched
off ~i.e., only buoyancy forces were taken into account! the cal-
culations drastically overpredicted the measurements~thin solid
line in Fig. 11!. The 2-D temperature fields, calculated with and
without Coriolis forces, are presented in Fig. 12. This comparison
shows that Coriolis forces suppress the recirculation, and there-
fore reduce the production term in the turbulence model. How-
ever, this observation is valid for the 2-D case only. The real flow
would be three-dimensional, which is at least a partial explanation
of the difference between calculations and experiment. To check
this statement, additional 3-D calculations are necessary and could
be performed in future.

Analytic Solution for Rotating Cavity
The advantage of the one-equationn t model for these cases is

that it has an analytic solution. To obtain the analytic solution the
following assumptions were made: 1! the Reynolds number is
considered to be large (Re→`); 2! the temperatures of the disks
are constant; 3! the temperature variations are small (um→0); 4!
the gap between disks is also small, (G→0), i.e., the influence of
the boundary layers on the shrouds is assumed negligible for the
main part of the flow, 5! G Re→` ~this condition ensures that the
thickness of the boundary layers is much smaller than the gap!, 6!
Reum→` ~this condition ensures that the flow is turbulent!.

Using assumptions 1! to 5! Homsy and Hudson@20# provided
the solution for the laminar case. The one-equation model with the
additional assumption 6! has an analytic solution for the turbulent
regime.

Under these conditions the flow far from the shrouds can be
divided into a rotating core and two wall boundary layers, char-
acterized by thicknessd. The velocity field in the core region is
defined as

v50, u5u` , 22Vw52
1

r0

dp

dy
2V2yu

where the values of swirl and axial velocities estimated as:w
5O(um), andu`5O(um Re21/2).

The analysis of then t equation shows that under the above
assumptions the turbulent viscosity inside the boundary layers is
negligible in comparison with laminar viscosity (n t;n(d/R)a,
a57.6). Therefore, the velocity field in the boundary layers sat-
isfies the usual linear Ekman-layer equations

22Vw52
1

r0

dp

dy
2V2yu1n

]2v
]h2 ,

2Vv5n
]2w

]h2 ,
]u

]h
1

1

y

]yv
]y

50,

where h5x for the hot side,h5x2s for the cold side,p
5p(y), and boundary conditions should be prescribed as follows:

h50: v5w50 u50;

h/d→`: v→0, ~2Vw2V2yu!→~2Vw2V2yu!`

Taking into account the linear temperature distribution
(]2u/]h250) in the boundary layers, one can obtain explicit ex-
pressions for the velocity and pressure fields which include two
unknown constants:u` , andp` . These parameters can be found
using two matching conditions for axial velocity~i.e., uhot(h
→`)5u`5ucold(h→`)).

Thus, the composite solution for pressure and velocity fields is
given by:

Fig. 12 Influence of Coriolis forces on the temperature distri-
bution in rotating cavity „u contours at GÄ0.12, ReÄ5Ã107,
umÄ0.005…

Fig. 11 Comparison of calculated and measured Nusselt num-
ber in rotating cavity
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p5p`1
r0v2y2u0

4

u5u`@12e2x/d~cos~x/d!1sin~x/d!!

2e2~s2x!/d~sin~~s2x!/d!1cos~~s2x!/d!!#

v5
vyu0

4
~2e2x/d sin~x/d!1e2~s2x!/d sin~~s2x!/d!! (5)

w5vyS u0

4
1

u

2D1
vyu0

4
~2e2x/d cos~x/d!

1e2~s2x!/d cos~~s2x!/d!!

whered5(n/V)1/2.
This solution for the velocity field inside the boundary layer is

the same as in the laminar case, and the difference concerns only
the swirl velocity in the rotating core.

In the rotating core,n t andu satisfy a system of ordinary dif-
ferential equations, with the radial coordinatey as a parameter
within G:

u
]u

]x
5

]

]x S S n t

Prt
1

n

Pr D ]u

]x D (6)

u
]n t

]x
5S ]
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~2n11n!

]

]x
n tD1n tS 0.2aG2

3n t150n

D2 D50

(7)

G52
vy

2 S ]u

]xD , a5
~n t/8n!211.4~n t18n!10.2

~n t/8n!221.4~n t/8n!11.0

According to the one-equation model, turbulence is generated
in the rotating core due to presence of swirl velocity, which domi-
nates here. On the other hand, using the relationship~5! the swirl
velocity in the production term can be replaced byu. These equa-
tions are to be matched to the solution in the boundary layers, so
the boundary conditions can be prescribed as follows:

x50: n t5u50, x5s:n t50, u52um (8)

The analysis also showed that the axial velocity in the convec-
tion term could be replaced by the constant core value (u`) with-
out loss of accuracy.

The boundary-value problem~6!–~8! was solved numerically,
using the procedure described by Vasiliev@21#.

The analytic solution is compared with numerical data in Fig.
13. The comparison was made for a cavity withG50.06, r /R
50.097, at Re5107, um50.1. The axial profiles of axial and swirl
velocities and normalized temperature at the middle radius are
shown in Fig. 13~a,b,c!, respectively. In Fig. 13~d! the radial dis-
tribution of turbulent viscosity atx/s50.5 is presented, and in
Fig. 13~e! the distributions of Nusselt number along the hot and
cold walls are plotted. The local Nusselt number was defined as
Nur5Rq/~Thot2Tcold!)/l, whereq is local heat flux.

This comparison shows that far from the shrouds the two solu-
tions are in very good agreement. For the case considered, the
influence of the shrouds extends from the lower shroud up to
y/R'0.3, and from the upper shroud down toy/R'0.7.

Conclusions

1 A one-equation turbulence model was applied to calculations
of turbulent rotating flows. It was shown that for sealed rotor-
stator cavities of rectangular cross-section the results of the cal-
culations are in rather good agreement with known experimental
data. In the cases considered, the one-equationn t model gives an
accuracy compatible with Morse’sk-« model.

2 The flow in a cavity with axial clearance, but without
through-flow, was also studied. The influence of the external
stream was simulated by the variation of swirl velocity in the
clearance. The reduction in moment coefficient due to the increase
of external swirl was evaluated.

3 The results of calculations for contrarotating disks are in
good agreement with experiment for fully-turbulent flows~high
Reynolds number! and in reasonable agreement for transitional
flows ~lower Reynolds number!.

4 The heat fluxes in buoyancy-driven rotating flows are under-
estimated; this could be explained by possible 3-D structure of the
real flow, which was not taken into account in the present calcu-
lations.

5 The one-equation model has an analytic solution for buoy-
ancy driven turbulent rotating flow in sealed cavity.
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Nomenclature

A,B,S 5 vector columns
Cf 5 skin friction coefficient

CM 5 moment coefficient
D 5 minimal distance to the wall~in turbulence

model equation!
f 5 scalar parameter

G 5 cavity gap ratio
g 5 clearance width
J 5 Jacobian

Nu 5 Nusselt number
n 5 distance normal to the wall.
p 5 pressure
Q 5 fluxes in scalar equations

Fig. 13 Comparison of analytical and numerical solutions for
rotating cavity „GÄ0.06, ReÄ107, umÄ0.1…
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q 5 heat flux
R,r 5 radii
Ra 5 Rayleigh number

Re5VR2/n 5 Reynolds number
s 5 cavity gap
T 5 temperature

u,v,w 5 axial, radial, and swirl velocities
We 5 core swirl
x,y 5 axial and radial coordinates
b 5 volume expansion coefficient
d 5 boundary layer thickness
G 5 disk speed ratio
l 5 thermal conductivity

neff 5 effective viscosity
n 5 laminar viscosity

n t 5 turbulent viscosity
j,h 5 generalized coordinates

u5bDT 5 normalized temperature
r0 5 density, assumed constant

s t ,s 5 coefficients in scalar equations
t 5 viscous stresses

C 5 stream function
V 5 angular speed of rotation
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Modeling of Flow Transition Using
an Intermittency Transport
Equation
A new transport equation for intermittency factor is proposed to model transitional flows.
The intermittent behavior of the transitional flows is incorporated into the computations
by modifying the eddy viscosity,m t , obtainable from a turbulence model, with the inter-
mittency factor,g: m t* 5gm t . In this paper, Menter’s SST model is employed to compute
m t and other turbulent quantities. The proposed intermittency transport equation can be
considered as a blending of two models—Steelant and Dick and Cho and Chung. The
former was proposed for near-wall flows and was designed to reproduce the streamwise
variation of the intermittency factor in the transition zone following Dhawan and
Narasimha correlation and the latter was proposed for free shear flows and a realistic
cross-stream variation of the intermittency profile was reproduced. The new model was
used to predict the T3 series experiments assembled by Savill including flows with dif-
ferent freestream turbulence intensities and two pressure-gradient cases. For all test
cases good agreements between the computed results and the experimental data were
observed.@S0098-2202~00!02302-6#

1 Introduction
To a large extent, flows in low-pressure turbine applications are

transitional, and the behavior of the flow transition is strongly
affected by the freestream turbulence level and pressure gradients
in the turbine blade passage. In order to predict the losses and heat
transfer one must be able to predict accurately the boundary-layer
development and its interactions with flow transition and
separation.

Although a lot of work has been reported on improving the
accuracy of the CFD tools in engineering predictions, specially in
the turbulence modeling areas, CFD prediction of transitional
flows still remains an almost untouched territory, as compared
with other areas of CFD developments. A common way to simu-
late laminar to turbulent transition in computations is to switch on
the turbulence model~or turbulent eddy viscosity! at an experi-
mentally predetermined transition location. This method is ad hoc
and ignores the transition physics and the importance of the tran-
sitional zone completely. Especially for flows where the transi-
tional region covers a large portion of the flowfield, as observed in
many low-pressure turbine experiments, this practice can lead to
severe errors in the solution.

Another method of predicting transitional flows is to make use
of the low-Reynolds-number turbulence models. The use of cur-
rent low-Reynolds-number turbulence models for the prediction
of bypass transition induced by freestream turbulence was inves-
tigated by Savill@1,2# and Westin and Henkes@3#. They tested a
large variety of turbulence models and compared models’ perfor-
mances in predicting a few of T3-series transition flow experi-
ments. They showed that no model could predict both transition
location and length for a range of flow conditions and concluded
that the existing models were inadequate to predict flow transition.

An alternative to this approach is to use the concept of inter-
mittency to blend the flow from the laminar to the turbulent re-
gions. This approach, although highly empirical, has shown some
successes in predicting transition behavior. Dhawan and
Narasimha@4# correlated the experimental data and proposed a
generalized intermittency distribution function across flow transi-

tion. The correlation was later improved by Gostelow et al.@5# for
flows with pressure gradients subject to a range of freestream
turbulence intensities.

Solomon et al.@6#, following the work of Chen and Thyson@7#,
developed an improved method to predict transitional flows in-
volving changes in pressure gradients. In this model, the effects of
changing streamwise pressure gradient on the breakdown physics
and spot spreading rates were taken into account. This is accom-
plished by varying the spot spreading angle and propagation pa-
rameter through the transition zone according to the local pressure
gradient parameter.

Steelant and Dick@8# proposed a transport equation for inter-
mittency, in which the source term of the equation was developed
such that theg distribution of Dhawan and Narasimha@4# across
the transition region could be reproduced. Steelant and Dick used
their model, coupled with two sets of conditioned Navier-Stokes
equations, to predict transitional flows with zero, favorable, and
adverse pressure gradients. However, since their technique in-
volved the solution of two sets of strongly coupled equations, the
method is not compatible with existing CFD codes, in which only
one set of Navier-Stokes equations is involved. Moreover, the
model was designed to provide a realistic streamwiseg behavior
but with no consideration of the variation ofg in the crossstream
direction.

Cho and Chung@9# developed ak–e–g turbulence model for
free shear flows. Their turbulence model explicitly incorporated
the intermittency effect into the conventionalk–e model equations
by introducing an additional transport equation forg. They ap-
plied this model to compute a plane jet, a round jet, a plane far
wake, and a plane mixing layer with good agreements. Although
this method was not designed to reproduce flow transition it pro-
vided a realistic profile ofg in the crossstream direction.

In the current paper, a new transport equation for intermittency
factor is proposed. The main motivation in the development of the
new model is to combine the best features of the existing transi-
tion models in the proposed model. The model not only can re-
produce the intermittency distribution of Dhawan and Narasimha
in the streamwise direction but also is able to provide a realistic
variation ofg in the crossstream direction. Our aim is to design a
model that will predict flow transition under the influences of
freestream turbulence and pressure gradients.

A review of a number of transition models is given in Section
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2. In Section 3, the new model, combining the best features of the
models discussed in Section 2, is proposed. Section 4 discusses
the numerical issues regarding the implementation of the current
method in the existing CFD codes, including our choice of the
correlations to predict the onset of the transition under the influ-
ences of freestream turbulence and pressure gradients. Section 5
shows the comparisons of the new transition model against T3
series experiments of Savill@1,2# and the predictions ofk–e
model of Launder and Sharma@10#, k–v model of Wilcox @11#,
and SST of Menter@12#. Concluding remarks are provided in
Section 6.

2 Transition Models

2.1 Dhawan and Narasimha. Dhawan and Narasimha@4#
correlated a range of experimental data and provided the follow-
ing expression for streamwise intermittency distribution

g5H 12exp@2~x2xt!
2ns/U# ~x>xt!

0 ~x,xt!
(1)

whereU is the freestream velocity at onset of transition;xt is the
point of transition onset;n is the spot formation rate ands is the
spot propagation parameter.

There are two ways to express Eq.~1! in dimensionless form:
one way, as given by Narasimha@13#, is to express Eq.~1! in
terms of a nondimensional breakdown parameter,N5nsu t

3/n,
whereu t is the momentum-thickness at the onset point of transi-
tion, x5xt , andn is the kinematic viscosity; and the other way is
in terms of dimensionless spot formation rate,n̂5nn2/U3, as
used by Mayle@14#. Hence, the first part of Eq.~1! can be written
either as

g512expF2S x2xt

u t
D 2 N

Reu t
G (2)

or

g512expF2S x2xt

u t
D 2

n̂s Reu t

2 G (3)

Gostelow et al.@5# conducted measurements of boundary layer
transition for six different turbulence levels and a wide range of
pressure gradients and correlated the nondimensional breakdown
parameterN as

N5H 0.8631023 exp@2.134lu ln~Tu!259.23lu20.564 ln~Tu!# lu<0

0.8631023 exp@20.564 ln~Tu!# lu.0
(4)

where the pressure gradient parameter,lu[(u2/n)(dU/dx), and
the freestream turbulence intensity, Tu, were evaluated at the
onset point of transition.

In contrast, for zero-pressure-gradient flows, Mayle@14# corre-
lated the spot production rate using intermittency measurements
as

n̂s51.25310211 Tu7/4 (5)

The constant in Eq.~5! may vary slightly depending on the choice
of the data; Mayle also reported a value of 1.5310211 in the same
paper. When subject to pressure gradients, Mayle@14# normalized
n̂s by its value at zero-pressure-gradient, (n̂s)ZPG, and showed a
plot of n̂s/(n̂s)ZPG versus the acceleration parameter,K
5(n/U2)(dU/dx) over a wide range of freestream intensity, Tu.
Steelant and Dick@8# proposed the following correlation to fit
Mayle’s data

n̂s

~ n̂s!ZPG
5H ~474 Tu22.9!12exp~23106K !, K,0

1023227K0.5985
, K.0

(6)

whereK and Tu were evaluated at transition onset.
A comparison of Eqs.~2! and ~3! indicates that

N5n̂s Reu t

3 (7)

If both Gostelow et al.@5# and Mayle@14# used the same data to
correlate their dimensionless quantities,N and n̂s, respectively,
an equation for the Reynolds number at the onset of transition can
be identified. For example, for a zero-pressure-gradient case, Gos-
telow et al.’s@5# correlation, Eq.~4!, gives

N50.8631023 Tu20.564 (8)

Substituting Eqs.~8! and ~5! into Eq. ~7!, yields

Reu t
5410 Tu20.771 (9)

Since Eq.~9! is different from Mayle’s correlation~Mayle @14#!

Reu t
5400 Tu20.625 (10)

nor does it resemble the well-known Abu-Ghannam and Shaw
correlation for zero-pressure-gradient flows~Abu-Ghannam and
Shaw@15#!

Reu t
51631exp~6.912Tu! (11)

the two correlations, Eqs.~5! and ~8!, are not identical. We con-
cluded that the choice of the transition correlations using eitherN
or n̂s must be tested in company with a proper choice of the
correlations for the onset of transition.

2.2 Steelant and Dick. Steelant and Dick@8# developed a
transport model for intermittency to be used in conjunction with
conditioned Navier-Stokes equations. They derived a model equa-
tion starting from the intermittency distribution of Dhawan and
Narasimha@4#. Differentiating Eq.~1! along the streamline direc-
tion, s, they arrived at the following transport equation

]rg

]t
1

]rug

]x
1

]rvg

]y
5~12g!rAu21v2b~s! (12)

with

b~s!52 f ~s! f 8~s! (13)

The functionb(s) represents the (ns/U)(x2xt) term in Eq.~1!.
The function f (s) was formulated to account for distributed-
breakdown and was given as

f ~s!5
as841bs831cs821ds81e

gs831h
(14)

where the coefficients were

a5Ans

U
b520.4906 c50.204S ns

U D 20.5

d50.0 e50.04444S ns

U D 21.5

g51.0 h510e
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Equations~5! and ~6! were used to evaluate the value ofns. In
the above equations,U is the freestream velocity at the transition
location and the streamline coordinate,s, is defined as

s5E udx1vdy

Au21v2
(15)

ands85s2st , wherest is the transition location.
Steelant and Dick@8# tested their model in conjunction with

two proposed sets of conditioned averaged Navier-Stokes equa-
tions for zero, adverse, and favorable pressure gradient flows and
their results showed that the model performed well for all cases.
While the intermittency transport equation reproduces the stream-
wise intermittency distribution of Dhawan and Narasimha, it as-
sumes a uniformg distribution in the cross-stream direction. This
is inconsistent with the experimental observations of Klebanoff
@16#, Sohn and Reshotko@17#, and Gostelow and Walker@18#.
The results of these experiments indicate thatg should decay to
zero outside the boundary layer. Klebanoff@18# proposed the fol-
lowing empirical formula for the variation of intermittency in the
crossstream direction

g~y!5
1

2
@12erf~z!# (16)

with

z55 F1

8 S y

d* D20.78G (17)

whered * is the displacement thickness. A typical variation of the
intermittency-factor profiles through the transition zone for the flat
plate experiment is shown in Fig. 1~Sohn and Reshotko@17#!. It
is observed that theg profiles display a peak near the wall and
decay to zero near the edge of the boundary layer. The variation
of theg distribution in the crossstream direction is what we intend
to mimic with our new intermittency model.

2.3 Cho and Chung. Cho and Chung@9# developed a
k–e –g turbulence model for free shear flows. In their model the
intermittency effect was incorporated into the conventionalk2e
turbulence model equations explicitly by introducing a transport
equation for the intermittency factorg. The eddy viscosity was
expressed in terms ofk, e, andg : n t* 5gcmk2/e. Their intermit-
tency equation was given as

uj

]g

]xj
5Dg1Sg (18)

The diffusion term,Dg , was represented by

Dg5
]

]xj
F ~12g!

n t

sg

]g

]xj
G (19)

and the source term,Sg , was

Sg5Cg1g~12g!
Pk,s1Pk,n

k
1Cg2

k2

e

]g

]xj

]g

]xj
2Cg3g~12g!

e

k
G

(20)

where

Pk,s52uiuj

]ui

]xj
~ iÞ j ! (21)

Pk,n52uiuj

]ui

]xj
~ i 5 j ! (22)

and

G5
k5/2

e2

ui

~ukuk!
1/2

]ui

]xj

]g

]xj
. (23)

The modeling constants were

sg51.0 Cg151.6 Cg250.15 Cg350.16

Cho and Chung@9# tested their model for a plane jet, a round jet,
a plane far wake, and a plane mixing layer and showed improved
model performance. Although the model did indeed produce a
very realisticg profile for turbulent free shear flows, it was not
designed to predict flow transition to turbulence.

3 New Transport Model for the Intermittency
A new transport equation for intermittency is proposed. The

main objective of the new model is to reproduce the intermittency
distribution of Dhawan and Narasimha in the streamwise direction
and at the same time to provide a realistic variation of the inter-
mittency in the cross-stream direction. In order to accomplish this,
a transport model for intermittency, blending Steelant and Dick’s
and Cho and Chung’s models, is proposed.

The production term for the new model is a mix of the genera-
tion terms of Steelant and Dick and of Cho and Chung. The first
term, T0 , is from Steelant and Dick, aiming to reproduce the
intermittency distribution of Dhawan and Narasimha. The formula
for T0 is given by

T05C0rAukukb~s! (24)

where

b~s!52 f ~s! f 8~s! (25)

The distributed-breakdown functionf (s) used in the new
model has the same form as Steelant and Dick’s model

f ~s!5
as841bs831cs821ds81e

gs831h
(26)

where the coefficients are

a550Ans

U
b520.4906 c50.204S ns

U D 20.5

d50.0 e50.04444S ns

U D 21.5

h510e g550 (27)

These coefficients are the same as those used in Steelant and
Dick’s model except for coefficientsa andg. Steelant and Dick’s
coefficients were calibrated with conditioned Navier-Stokes equa-
tions and when used with the current approach they gave rise to
excessively long regions of distributed breakdown and hence had
a tendency to delay the onset of flow transition~Suzen and Huang
@19#!. Since the current approach does not use the conditioned
Navier-Stokes equations, the adjustment ofa andg coefficients is
needed to have a shorter distance for the distributed breakdown

Fig. 1 Variation of g profiles through transition „Sohn and
Reshotko †17‡…
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and hence to enable a faster response of the mean flow solutions
to the intermittent effects~Suzen and Huang@19#!.

Two major production terms from Cho and Chung’s model are
T1 andT2 . These two terms are combined in the form (T12T2)
in the current model. The termT1 mimics the production of tur-
bulent kinetic energy,Pk , and is given by

T15C1g
Pk

k
5

C1g

k
t i j

]ui

]xj
(28)

with the shear stresses defined as

t i j 5m tF]ui

]xj
1

]uj

]xi
2

2

3

]uk

]xk
d i j G2

2

3
rkd i j (29)

The termT2 represents the production resulting from the interac-
tion between the mean velocity and the intermittency field and is
given by

T25C2gr
k3/2

e

ui

~ukuk!
1/2

]ui

]xj

]g

]xj
(30)

The production termsT0 and (T12T2) are blended by using a
function F to facilitate a gradual switching from Steelant and
Dick’s T0 to Cho and Chung’s (T12T2) inside the transition
region

Pg5~12F !T01F~T12T2! (31)

A nondimensional parameter,k/Sn, is chosen to correlate the
blending functionF, wherek is the turbulent kinetic energy andS
is the magnitude of the strain rate. This parameter increases rap-
idly with distance away from the wall inside the transition region.
Using the solution obtained by Dhawan and Narasimha’s model
coupled with artificial crossstream profiles provided by Kleban-
off’s formula, Eq. ~16!, one may divide the transition zone into
two regions by arbitrarily selecting a diagonal cut between the
point at the edge of the boundary layer located at the beginning of
transition (g50) to the point at the wall located at the end of
transition region (g51). The relation betweeng and (k/Sn)
along this diagonal line is then approximated by the following
correlation

k/Sn5200~12g0.1!0.3 (32)

This line corresponds to the border between the Steelant and
Dick and the Cho and Chung models: i.e., below this line,T0 is
active and above this line (T12T2) is active. In order to facilitate
a gradual switching fromT0 to (T12T2), the following blending
function is proposed

F5tanh4F k/Sn

200~12g0.1!0.3G (33)

As can be seen from Eq.~33!, when k/Sn@200(12g0.1)0.3 ~a
position above the cutoff line!, F51 and the model switches to
Cho and Chung’s model; whenk/Sn!200(12g0.1)0.3 ~a position
below the cutoff line!, F50 and the model becomes Steelant and
Dick’s model. In the fully-developed turbulent-flow region, the
model switches to the Cho and Chung’s model except for the very
thin region close the wall.

In Fig. 2, the proposed correlation for the cutoff line, Eq.~32!,
is compared with data extracted along the cutoff line, defined by
drawing a straight line between the point at the edge of the bound-
ary layer located at the beginning of transition to the point at the
wall located at the end of transition region, of the T3A solution
obtained using the proposed transition model. As can be seen
from the figure, the definition of the cutoff line proposed in Eq.
~32! is satisfactory.

An additional diffusion-related production term is introduced
by Cho and Chung as

T35C3r
k2

e

]g

]xj

]g

]xj
(34)

This term is kept active over the entire flowfield, that is, no blend-
ing is applied to this term.

Diffusion of g is represented by the following expression

Dg5
]

]xj
H @~12g!gsg l

m1~12g!sg t
m t#

]g

]xj
J (35)

The final form of the model is

]rg

]t
1

]rujg

]xj
5~12g!@~12F !T01F~T12T2!#1T31Dg

(36)

or

]rg

]t
1

]rujg

]xj
5~12g!F ~12F !C0rAukukb~s!

1FS C1g

k
t i j

]ui

]xj
2C2gr

k3/2

e

ui

~ukuk!
1/2

]ui

]xj

]g

]xj
D G

1C3r
k2

e

]g

]xj

]g

]xj
1

]

]xj
S ~~12g!gsg l

m

1~12g!sg t
m t!

]g

]xj
D (37)

where the modeling constants are,

sg l
5sg t

51.0 C051.0 C151.6 C250.16 C350.15

Initially g is set to zero throughout the flowfield. On solid wall
boundaries the value ofg is kept as zero; at the freestream, a zero
gradient ofg is assumed and on outflow boundariesg is extrapo-
lated from inside the domain to the outer boundaries.

4 Implementation of the Transition Model
The intermittency concept can be incorporated into the compu-

tations either by using the conditioned-average Navier-Stokes
equations~Steelant and Dick@8#; Libby @20#! or simply by multi-
plying the eddy viscosity obtained from a turbulence model,m t ,
by the intermittency factor,g ~Simon and Stephens@21#!. The
major difficulty of the former method is the requirement to solve
two sets of highly coupled conditioned Navier-Stokes equations.
This method is computationally expensive and is not compatible
with existing CFD approaches. For these reasons the latter ap-
proach is recommended in the current paper. Simon and Stephens
@21# showed that by combining the two sets of conditioned
Navier-Stokes equations and by making the assumption that the

Fig. 2 Blending parameter
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Reynolds stresses in the nonturbulent part are negligible, the in-
termittency can be incorporated into the computations by using
the eddy viscosity,m t* , which is obtained by multiplying the
eddy viscosity from a turbulence model,m t , with the intermit-
tency factor,g. That is, m t* (5gm t) is used in the mean flow
equations.

To allow the intermittency factor,g, to have a full control of the
transitional behavior, the turbulence model selected to solve for
m t must enable the solution ofm t to display fully turbulent fea-
tures before the transition location. Menter’s SST model~Menter
@12#! has found to produce fully turbulent flow in the leading edge
of the boundary layer. It is therefore recommended to be used as
a baseline model to computem t and other turbulent quantities in
the calculations. Menter’s SST model is provided in the
Appendix.

The value ofns used in evaluating the constants given by~27!
is provided by Mayle’s correlation~Mayle @14#!;

n̂s51.8310211 Tu7/4 (38)

where the freestream turbulence intensity, Tu, is evaluated at on-
set point of transition. It should be noted that a value of 1.8
310211 is used in the current work to give a slightly better fit of
Mayle’s data. When the flows are subject to pressure gradients,
the correlation of Steelant and Dick, Eq.~6!, is used.

The current intermittency approach was applied in conjunction
with the correlation of Suzen et al.@22# for the onset of transition;

Reu t
5~1201150 Tu22/3!coth@4~0.32Kt3105!# (39)

whereKt is the minimum value of the acceleration parameter in
the downstream deceleration region and Tu is the freestream tur-
bulence intensity at onset point of transition. This correlation was
found to provide a slightly better approximation than the correla-
tion of Abu-Ghannam and Shaw@15# in favorable pressure gradi-
ents, as discussed by Suzen et al.@22#.

The computations were performed with a boundary layer code
which solved the mean flow, turbulence model, and intermittency
equations using the second order finite volume method. In the
computations, 175 grid points, expanding from the wall to the
freestream, were used in the crossstream direction for all cases.
The y1 values for the first point away from the wall were kept
between 0.1 and 0.15 for all cases. The solutions were obtained by
using 1000 streamwise steps for all cases. This corresponds to
maximum dimensionless streamwise step sizes,Dx1, of 49, 68,
47, and 37 for cases T3A, T3B, T3C1, and T3C2, respectively.
These step sizes and crossstream grid points were found satisfac-
tory by performing a careful grid-independency check, in which
the step sizes and grid spacing were both decreased by half; no
effect on the solutions was found.

At the inflow, a top-hat velocity profile is prescribed. Inlet tur-
bulent kinetic energy is fixed according to the freestream turbu-
lence levels and the energy dissipation rate is adjusted according
to the decay of the freestream turbulence, as will be illustrated in
the next section.

5 Results and Discussion
The new transition model was used to predict the experimental

test cases assembled by Savill@1,2#: T3A, T3B, T3C1, and T3C2.
These experiments were specially selected to test the ability of
turbulence models to predict the effects of freestream turbulence
on the development and subsequent transition of a laminar bound-
ary layer under zero and varying pressure gradient conditions.
Cases T3A and T3B are zero-pressure-gradient flows and cases
T3C1 and T3C2 are with continuous change in pressure gradient
representing an aft-loaded turbine blade. Comparisons were per-
formed for these cases with the new transition model against con-
ventional turbulence models including thek2e model of Launder
and Sharma@10#, k2v model of Wilcox@11#, and SST of Menter
@12#.

In all computations, the inlet conditions were prescribed to
match the experimental decay of turbulence. In each case, the inlet
turbulent kinetic energy was fixed by the experimental freestream
turbulence level and the matching of the freestream turbulence
decay provided an estimated value for the dissipation rate of tur-
bulent kinetic energy,e, ~or the value ofm t /m! at the inlet.

In all cases, the onset of transition was specified according to
the correlation of Suzen et al.@22#, Eq. ~39!. For T3A, T3B,
T3C1, and T3C2, the correlation gave the transition locations as
Reut

5257, 204, 194, and 297, respectively, while the experimental
data showed Reut

5272, 182, 211, and 378, respectively. The de-
termination of the experimental onset of transition is rather arbi-
trary. In our calculations, we deliberately used the correlation to
predict the onset of transition in order to reduce the dependency
on experimental inputs.

T3A experiment of Savill@1# corresponds to a zero-pressure-
gradient flow over a flat plate at Re53.63105 per meter. The
freestream turbulence intensity at the leading edge of the flat plate
is 3.35 percent. The decay of freestream turbulence intensity was
matched with the experimental data by specifyingm t /m57.6 for
SST model and Launder-Sharmak2e model, and 8.5 for Wilcox
k2v model at the inlet, as shown in Fig. 3.

The predicted skin-friction coefficients were compared with the
experimental data in Fig. 4. Menter’s SST model and thek2v
model of Wilcox gave immediate transition to turbulence at the
leading edge of the flat plate showing almost no laminar zone. The
k2e model of Launder-Sharma performed better in predicting the

Fig. 3 Comparison of freestream turbulence intensity for T3A
case

Fig. 4 Comparison of skin-friction coefficient for T3A case
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onset of transition but the transition to full turbulence was abrupt
when compared to experimental data. In contrast, the current tran-
sition model predicted the length of the transition region well and
also correctly displayed an overshoot of skin-friction coefficient,
Cf , at the end of transition region.

The comparison of the Reynolds number based on momentum-
thickness, Reu , for T3A case was shown in Fig. 5. As can be seen
from this figure, the results obtained from the new model were in
good agreement with the experimental data.

The predicted shape factor variations were compared with the
experimental data in Fig. 6. It must be noted that the experimental
data showed a premature decline of shape factor from the laminar
value of 2.6~before the onset of transition, Reu'270!. On the
other hand, the computation with the new model showed a pure
laminar flow characteristic before the transition onset point and
therefore maintained a shape factor of 2.6 inside the laminar re-
gion. It should be noted that the predicted shape-factor profile
obtained by the Launder-Sharmak2e model appeared to match
the experimental data better than that of the the current model.
This is purely coincidence since these results merely reflect the

Fig. 5 Comparison of Reynolds number based on momentum-
thickness for T3A case

Fig. 6 Comparison of shape factor for T3A case

Fig. 7 Mean streamwise velocity profiles for T3A case „a… RexÄ134800 „b… RexÄ203500 „c… Rex
Ä273500 „d… RexÄ418900
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fact that thek2e model predicted an early flow transition as can
be seen from Figure 4. A similar discrepancy in the comparison of
the shape factor profiles was also observed by Steelant and Dick
@8#.

The streamwise mean velocity profiles computed with the new
model were compared to the experimental data in Figs. 7~a!–7~d!
at four different locations in the transition region. As can be seen
from the comparisons, the computed results agreed well with the
experimental data. The profiles of streamwise velocity fluctuation,
u8, at the same locations were also given in Figs. 8~a!–8~d!. The

profiles near the beginning of transition were overpredicted but
the agreement improved for stations further downstream.

One of the major features of the current model is its ability to
reproduce realistic cross-stream intermittency profiles. The pre-
dicted intermittency profiles at various streamwise stations inside
the transition zone were shown in Fig. 9. The profiles exhibited a
peak betweeny/d* 51 and y/d* 52 then dropped off toward
zero near the edge of the boundary layer, aroundy/d* 58. These

Fig. 8 Fluctuating streamwise velocity component profiles for T3A case „a… RexÄ134800 „b…
RexÄ203500 „c… RexÄ273500 „d… RexÄ418900

Fig. 9 Intermittency factor profiles for T3A case
Fig. 10 Streamwise intermittency factor distribution for T3A
case
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features were consistent with the trends observed in experimental
data of Sohn and Reshotko@17#, shown in Fig. 1, and those of
Gostelow and Walker@5#.

The streamwise evolution of intermittency factor for T3A case
was shown in Fig. 10. In this figure,g variations obtained by the
new model at fivey/d* locations were displayed along with theg
profiles represented by Eqs.~2! and~3!. In Eq. ~2!, the nondimen-

sional breakdown parameter,N, was calculated from the correla-
tion of Gostelow et al.@5#, Eq. ~4!, and the spot production rate
n̂s in Eq. ~3! was obtained from the correlation of Mayle@14#,
Eq. ~5!. Since the new model was designed to produce cross-
streamg variations as shown in Fig. 9, the streamwise variation of
g would be different depending on the crossstream location cho-
sen to monitor the change of theg value in the streamwise direc-

Fig. 11 Comparison of velocity profiles at two stations „a…
comparison of velicity profiles at Re uÄ1000 „b… comparison of
velocity profiles at Re uÄ5000

Fig. 12 Comparison of freestream turbulence intensity for T3B
case

Fig. 13 Comparison of skin-friction coefficient for T3B case

Fig. 14 Comparison of Reynolds number based on
momentum-thickness for T3B case

Fig. 15 Comparison of shape factor for T3B case
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tion. Therefore, it was not possible to represent the currentg
distributions by a single curve and to make a one-to-one compari-
son with the correlations. In Fig. 10, the streamwise evolution of
g computed by the new model at the cross-stream locations of
y/d* 52, 3, 4, 5, and 6 were compared with the distributions of
Eq. ~2! and~3!. The figure showed that the intermittency distribu-
tions of the new model fall into a narrow region around the
distributions of the Eqs.~2! and ~3!.

The current intermittency model does not affect the ability of
the turbulence models in the fully developed region, as can be
demonstrated in Fig. 11. In Figures 11~a! and 11~b!, the velocity
profiles obtained using the current intermittency model~in con-
junction with the SST turbulence model! were compared with
those predicted by the SST model without the intermittency modi-
fication for Reu51000 and 5000, respectively. For Reu51000, the
velocity profiles differed slightly near the freestream, indicating
the Cf value predicted by the current model was slightly larger.

Fig. 16 Intermittency factor profiles for T3B case

Fig. 17 Pressure coefficient distributions for T3C1 and T3C2
cases

Fig. 18 Comparison of freestream turbulence intensity for
T3C1 case

Fig. 19 Comparison of skin-friction coefficient for T3C1 case

Fig. 20 Comparison of Reynolds number based on
momentum-thickness for T3C1 case

Fig. 21 Comparison of shape factor for T3C1 case
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This larger value of the skin friction was associated with the over-
shoot of the skin friction near the end of the transition region, as
shown in Fig. 4. Further downstream, at Reu55000 the velocity
profile obtained from the new model was essentially the same as
the one obtained by using the SST model alone, as shown in Fig.
11~b!. These results clearly show that the new intermittency
model does not affect ‘‘good’’ solution behavior of the turbulence
model in the fully developed turbulent region.

The second test case is the T3B case of Savill@2#. T3B case is
also a zero-pressure-gradient flow with a freestream turbulence

intensity of 6 percent at the leading edge of the flat plate. The
freestream Reynolds number is 6.33105 per meter. In order to
match the experimental decay of free stream turbulence intensity,
as shown in Fig. 12,m t /m is specified as 60 for SST model and
for Launder-Sharma model, and 67.1 for Wilcoxk2v model at
the inlet.

Figure 13 shows a comparison of the skin-friction coefficients.
Menter’s SST model and thek2v model of Wilcox showed im-
mediate transition to turbulence at the leading edge. Thek2e

Fig. 22 Intermittency factor profiles for T3C1 case

Fig. 23 Comparison of freestream turbulence intensity for
T3C2 case

Fig. 24 Comparison of skin-friction coefficient for T3C2 case

Fig. 25 Comparison of Reynolds number based on
momentum-thickness for T3C2 case

Fig. 26 Comparison of shape factor for T3C2 case

Fig. 27 Intermittency factor profiles for T3C2 case
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model of Launder-Sharma also predicted a slightly early flow
transition to turbulence. In contrast, the new model resulted in a
slight delay of flow transition.

In Fig. 14, the momentum-thickness Reynolds numbers were
compared to the experimental data. As can be seen from the re-
sults, all models compared well with the experimental data.

In Fig. 15, the predicted shape factor profiles were compared to
the experimental data. Again the experimental data showed a
rapid decline of shape factor before the onset point of transition
and therefore the data matched the results of Launder-Sharma
model quite well. On the other hand, the current model showed a
delay of the flow transition and the computed results displayed a
laminar flow behavior before the transition onset point.

The g profiles from the new model at various streamwise sta-
tions through the transition zone were shown in Fig. 16. The pro-
files displayed the same characteristics as the T3A case, but due to
high freestream turbulence intensity, the results showed that the
peaks in the profiles were less pronounced for this case and the
spread of the intermittency appeared to be wider across the
transition region.

T3C1 and T3C2 experiments of Savill@1# were variable pres-
sure gradient flows representing actual turbine characteristics.
Both cases had similar pressure variations, as shown in Fig. 17,
but with different Reynolds numbers and free stream turbulence
intensities. In Fig. 17, the symbols were the experimental data
points and the lines were the curve fitting to the data points. These
Cp profiles were input in the boundary layer code to perform the
calculations.

T3C1 case had an inlet Reynolds number of 4.1
3105 per meter. Turbulence intensity at the leading edge of the
plate was 7.78 percent and a value ofm t /m530 for SST and
Launder-Sharma models, and 33.6 for Wilcoxk2v model was
used at the inlet in order to match the decay of free stream turbu-
lence intensity, as shown in Fig. 18.

A comparison of skin-friction was shown in Fig. 19 for the
T3C1 case. Again, SST model andk2v model of Wilcox showed
no flow transition and remained a fully turbulent flow for the
entire flow region. Launder-Sharma model predicted a too early
flow transition compared to the experimental data. In contrast, the
new transition model showed a fairly good comparison of the
overall transition behavior.

The predicted Reu distributions along the flat plate were com-
pared to experimental data in Fig. 20 for the T3C1 case. In gen-
eral, the new transition model reproduced the development of the
boundary layer slightly better than the conventional turbulence
models.

The predicted shape factor profiles were compared to the ex-
perimental data in Fig. 21. Once again, the same discrepancy be-
tween the computed results and the experimental data observed in
previous cases was also observed for this case: the experimental
data showed a premature drop of shape factor while the current
model maintained a laminar profile up to the onset of the transi-
tion point.

The intermittency factor profiles from the new model at various
streamwise stations through the transition zone were shown in
Fig. 22 for the T3C1 case. The characteristics of the profiles were
similar to the T3B cases with mild peaks showing aroundy/d*
51.6 and the profiles decaying to zero aroundy/d* 510, near the
edge of the boundary layer.

T3C2 case had an inlet Reynolds number of 3.5
3105 per meter and a free stream turbulence intensity of 2.8 per-
cent at the leading. The decay of freestream turbulence intensity
was matched with the experimental data by specifyingm t /m55
for SST model and Launder-Sharmak2e model, 5.6 for Wilcox
k2v model at the inlet, as shown in Fig. 23.

The predicted skin-friction coefficient distributions were com-
pared with experimental data in Fig. 24. As in the previous cases,
SST and Wilcoxk2v models showed flow transition at the lead-
ing edge without displaying any laminar behavior and Launder-

Sharma model predicted too early transition onset and an abrupt
transition to turbulence. On the other hand, the current transition
model showed a fairly good agreement with the data.

The Reynolds number based on momentum-thickness along the
flat plate was compared to experimental data in Fig. 25. Overall,
both Launder-Sharma model and the current model reproduces the
development of boundary layer fairly well.

Figure 26 showed the comparison of the shape factor distribu-
tions for T3C2 case. Once again, the data showed a gradual de-
crease of shape factor even inside the laminar region while the
current model displayed a drop of shape factor only after the onset
of the flow transition. This behavior seems to be consistent with
what was observed in the other cases.

The intermittency factorg profiles at various stations through
the transition zone were shown in Fig. 27 for the T3C2 case. It
should be noted that T3C2 had a lower freestream turbulence
intensity than T3C1. As a results, the profiles showed more pro-
nounced peaks betweeny/d* 51 andy/d* 52 and the spread of
the intermittency was less wider across the transition zone. These
features were similar to the comparison of the zero-pressure-
gradient cases, T3A and T3B.

6 Concluding Remarks
A new transport equation for intermittency is developed for

modeling transitional flows including influences of free stream
turbulence and pressure gradients. The model can be considered
as a mix of two existing models, aiming to reproduce the inter-
mittency distribution of Dhawan and Narasimha@4# in the stream-
wise direction and to result in a realistic variation of intermittency
in the crossstream direction.

The new model was tested against both zero-pressure-gradient
and variable pressure gradient flows with different freestream tur-
bulence intensities. The new model was used in conjunction with
Menter’s SST model to predict the T3A, T3B, T3C1, and T3C2
experiments assembled by Savill@1,2#. Comparisons ofCf distri-
butions, the development of the boundary layer, and intermittency
profiles were made for all cases. The new model showed a good
transition behavior for all cases.
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Nomenclature

Cp 5 pressure coefficient
Cf 5 skin friction coefficient
cm 5 turbulence model constant
K 5 acceleration parameter, (n/U2)(dU/ds)
k 5 turbulent kinetic energy
N 5 non-dimensional spot breakdown rate parameter,

nsu t
3/n

n 5 spot generation rate
n̂ 5 dimensionless spot formation rate

Pk 5 production of turbulent kinetic energy
Re 5 Reynolds number per meter,U in /n

Reut 5 u tUe /n
s 5 streamline coordinate,s5*udx1vdy/Au21v2

s8 5 s2st
Tu 5 turbulence intensity~in percent!, u8/Ue
U 5 freestream velocity at the point of transition

Ue 5 local freestream velocity
U in 5 inlet velocity

u 5 streamwise velocity component
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u1 5 u/ut

u8 5 fluctuating streamwise velocity component
ut 5 friction velocity
v 5 transverse velocity component

yn 5 normal distance to wall
y1 5 ynut /n

Dx1 5 Dxut /n
d 5 boundary layer thickness,u/Ue50.99

d* 5 displacement thickness
g 5 intermittency factor
u 5 momentum thickness

lu 5 pressure gradient parameter, (u2/n)(dU/ds)
m 5 molecular viscosity

m t 5 eddy viscosity
n 5 m/r

n t 5 m t /r
r 5 density
s 5 spot propagation parameter

Subscripts

e 5 freestream
i , j ,k 5 indices

t 5 onset of transition

Appendix: Menter’s SST Model
Menter’s SST model~Menter @12#! is based on a mix of two-

equationk2v andk2e turbulence models using a blending func-
tion F1 . The model can be written as

k-equation;

]rk

]t
1

]rujk

]xj
5Pk20.09rvk1

]

]xj
S ~m1skm t!

]k

]xj
D (A1)

v-equation;

]rv

]t
1

]rujv

]xj
5

c

n t
Pk2brv21

]

]xj
S ~m1svm t!

]v

]xj
D

12r~12F1!sv2

1

v

]k

]xj

]v

]xj
(A2)

The constants,c, b, sk , and sv , are given by the following
general expression

f5F1f11~12F1!f2 (A3)

wheref represents any one of these constants;f1 represents any
constant in thek2v model;f2 represents the corresponding con-
stant in thek2e model. These constants are defined as

Set 1 (k2v):

sk150.85 sv150.5 b150.075 c150.553 (A4)

Set 2 (k2e):

sk251.0 sv250.856 b250.0828 c250.44 (A5)

The production term is given as;

Pk5t i j

]ui

]xj
(A6)

where

t i j 5m tF]ui

]xj
1

]uj

]xi
2

2

3

]uk

]xk
d i j G2

2

3
rkd i j (A7)

The blending functionF1 is defined as;

F15tanh~arg1
4! (A8)

with

arg15minH maxF Ak

0.09vd
;

500n

d2v G ; 4rsv2k

CDkvd2J (A9)

whered is the distance to the closest wall andCDkv is the posi-
tive portion of the cross-diffusion term in Eq.~A2!.

CDkv5maxF2rsv2

1

v

]k

]xj

]v

]xj
;10220G (A10)

The kinematic eddy viscosity is defined as;

n t5
a1k

max~a1v;VF2!
(A11)

whereV is the magnitude of vorticity anda150.31. The function
F2 is given by;

F25tanh~arg2
2! (A12)

with

arg25maxF 2Ak

0.09vd
;

500n

d2v G (A13)
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A PIV Algorithm for Estimating
Time-Averaged Velocity Fields
A PIV algorithm is presented for estimating time-averaged or phase-averaged velocity
fields. The algorithm can be applied to situations where signal strength is not sufficient
for standard cross correlation techniques, such as a low number of particle images in an
interrogation spot, or poor image quality. The algorithm can also be used to increase the
spatial resolution of measurements by allowing smaller interrogation spots than those
required for standard cross correlation techniques. The quality of the velocity measure-
ments can be dramatically increased by averaging a series of instantaneous correlation
functions, before determining the location of the signal peak, as opposed to the commonly
used technique of estimating instantaneous velocity fields first and then averaging the
velocity fields. The algorithm is applied to a 30mm3300 mm microchannel flow.
@S0098-2202~00!00602-7#

1 Introduction
There has been a significant amount of work over the past 15

years developing theory for particle image velocimetry, including
Adrian and Yao@1#, Adrian @2,3#, Keane and Adrian@4,5#, and
Westerweel@6#. A large fraction of this effort has been focused on
determining optimal conditions for measuring instantaneous ve-
locity information, and understanding the performance of the in-
strument under a variety of operating conditions. One key advan-
tage of the PIV technique over other conventional techniques such
as LDV or hotwire anemometry is the ability to obtain instanta-
neous full-field velocity information. This instantaneous flow-field
information is important for probing the structure of turbulent
flow fields ~Westerweel, et al.@7#, Meinhart and Adrian@8#!.

Recently, micro-PIV techniques have been developed to mea-
sure flows in microfluidic devices with spatial resolutions on the
order of several microns~Santiago et al.@9# and Meinhart et al.
@10#!. At the microscale, it is difficult to form a light sheet that is
only a few microns thick, and even more difficult to align such a
light sheet with the objective plane of the recording optics. There-
fore, in micro-PIV experiments, the entire test section volume is
illuminated with a cone of light emanating from the recording
lens, instead of a commonly used light sheet. This limits the num-
ber density of particles that can be used to trace the flow. If the
particle density is too high, then background noise from out-of-
focus particles will dominate the image and reduce the visibility
of in-focus particles. If the particle density is too low, then stan-
dard cross correlation techniques will fail to provide an adequate
signal, causing the measurements to be noisy and sometimes
unreliable.

Since many of the low Reynolds number flows in microfluidic
devices are laminar and either steady or periodic, it is not neces-
sary to determine instantaneous velocity information. For many of
these flows, it is sufficient to measure only the time-averaged or
phase-averaged velocity field. In principle, these flow fields can
be measured using high-resolution pointwise techniques such as
the dual beam laser Doppler anemometer~LDA ! system devel-
oped by Tieu, Machenzie and Li@11#. This LDA system uses low

f-numberoptics to focus the probe volume down to approximately
5 mm310mm. The micron-resolution LDA technique has advan-
tages over the micro-PIV technique in that one does not have to
deal with out of focus particle images, and that one can obtain
large numbers of velocity measurements in real time. Micro PIV
has advantages over micro LDA in that it does not require align-
ment of laser beams inside a microfluidic device, and it does
require sweeping the probe volume throughout the measurement
domain. In addition, micro PIV takes advantage of the high signal
to noise levels offered by fluorescence imaging.

In this paper, we present a PIV algorithm that directly estimates
time-averaged or phase-averaged velocity fields. The algorithm
can provide reliable measurements in low signal-to-noise condi-
tions where standard cross correlation techniques fail. The PIV
algorithm is demonstrated by measuring flow in a 30mm
3300mm microchannel flow.

2 Decomposition of the Correlation Function
The auto correlation function of a single-frame double-

exposure particle image field,I (X), is defined as

R~s!5E E I ~X!I ~X1s!d2X, (1)

whereX is the spatial coordinate in the image plane ands is the
spatial coordinate in the correlation plane.

R(s) can be decomposed into the following components

R~s!5RC~s!1RP~s!1RF~s!1RD2~s!1RD1~s!, (2)

whereRC is the convolution of mean image intensity,RP is the
pedestal component resulting from each particle image correlating
with itself, andRF is the fluctuating component resulting from the
correlation between fluctuating image intensity with mean image
intensity ~Adrian @2#!. The positive and negative displacement
components areRD1 andRD2, respectively.

The signal used to measure displacement is contained only in
the RD1 component. Consequently, contributions from all other
components of the correlation function may bias the measure-
ments, add random noise to the measurements, or even cause er-
roneous measurements. Therefore, it is desirable to reduce or
eliminate all the other components. If both exposures of a double-
pulse particle image field are recorded separately as a double-
frame image field, then the particle images can be interrogated
using cross correlation~Keane and Adrian@5#!. In the case of
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double-frame cross correlation, theRP and RD2 components do
not exist. Further improvements in signal quality can be obtained
by image processing. By subtracting the mean image intensity at
each interrogation spot before correlation, theRC andRF(s) com-
ponents are set identically to zero, leaving only the positive dis-
placement component,RD1, in the correlation function.

While theRD1 component is commonly considered the signal
component, it contains both noise and signal information. In order
to make accurate measurements, the signal-to-noise ratio in the
RD1 component must be sufficiently high. This paper presents a
method in which the signal-to-noise ratio can be increased when
one is interested in measuring average displacement fields.

3 Methods of Estimating Average Velocity Fields
Average velocity fields can be obtained by first measuring in-

stantaneous velocities and then averaging them in either space or
time. Here we present an alternative method for measuring aver-
age velocity fields directly from the correlation function.

Estimation of velocity-vector fields using PIV involves three
primary steps:

1 Particle Image Acquisition
2 Particle Image Correlation
3 Correlation Peak Detection

In order to obtain an average velocity measurement, one must
apply an averaging operation. The averaging operator is a linear
operator, and can be applied after step~1!, step~2!, or step~3!, to
produce a nonbiased estimate of average velocity. The particle-
image correlation and peak detection operations are both nonlin-
ear, and the order in which the averaging operator is applied can
dramatically change the quality of the resulting signal.

In this section, we examine the three different methods for cal-
culating average velocities based upon the order in which the
averaging operator is applied. Here we assume that two single
exposure images,Image AandImage B, are separated by a known
time delay,Dt, and represent the image acquisition of a single
realization. Furthermore, a sequence of two image pairs is ac-
quired atN different realizations of a statistically stationary pro-
cess. We wish to average over theN realizations to estimate the
average velocity.

3.1 Average Velocity Method. In this method, the estimate
of the average velocity is determined by~1! correlatingImage A
and Image B, ~2! detecting the peak from the instantaneous cor-
relation functions, and~3! averaging over the instantaneous veloc-
ity measurements. Figure 1~a! graphically depicts this process.
The primary advantage of this method is that one can obtain in-
stantaneous velocity measurements, which may be of physical im-
portance. However, if one is primarily interested in the average
velocity field, this method may not be optimal.

The nonlinear operation of peak detection is susceptible to pro-
ducing erroneous measurements when the signal to noise is low in
the instantaneous correlation. In practice, the vector fields must be
validated by identifying and removing erroneous velocity mea-
surements~Meinhart et al.@12#, Westerweel@13#!. Without vector
validation, all the instantaneous measurements must be reliable in
order to obtain a reliable average velocity measurement. For situ-
ations where the particle image density is low, there may not be
adequate signal to obtain valid measurements from the instanta-
neous correlation functions. In these situations, the alternative
methods described below may be employed.

3.2 Average Image Method. In this method, the averaging
operation is applied directly on image fieldsA and B, and then
correlated to obtainRAB . This process is depicted graphically in
Fig. 1~b!. In the situation where particle image number density is
low, averaging the image fields together can increase the average
number of particles per interrogation spot. However, excessive

averaging of the image fields can create too many particle images
in the interrogation spot and reduce the visibility of individual
particle images.

The 2-D spatial correlation function of the average ofA andB
image fields is defined as

RAB~s!5E E Ā~X!B̄~X1s!d2X, (3)

whereĀ51/N( i 51
N Ai is the average operator, averaging overN

realizations of the flow field. Expanding the integrand of~3!
yields

RAB~s!5E E 3
A1B11A1B21A1B31¯1A1BN1

A2B11A2B21A2B31¯1A2BN1

A3B11A3B21A3B31¯1A3BN1

" " "
" " "
" " "

ANB11ANB21ANB31¯1ANBN

4 d2X.

(4)

Following the discussion in the previous section, ifA and B
represent paired single-exposure image fields separated by a
known time interval,Dt, which are cross correlated, and if the
mean image intensity is subtracted before correlation, then allN
3N terms in~4! are contained in theRD1 component ofR.

Only the N diagonal terms in~4! contribute to signal. The
N(N21) off diagonal terms represent random particle correlation

Fig. 1 Diagrams depicting the different ways in which the av-
erage velocity can be estimated: „a… average velocity method,
„b… average image method, „c… average correlation method
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across different realizations, which produce noise in the correla-
tion function that can reduce the accuracy of the measurement and
cause erroneous measurements. Since the off diagonal terms are
random and uniformly distributed throughout the correlation
plane, they may or may not contaminate the signal peak. The
number of noise terms increases asN2, while the number of signal
terms increases asN.

In demanding situations when particle-number density is low,
or when small interrogation regions are chosen to produce high
spatial resolution, it may be impossible to obtain an adequate
signal from instantaneous cross correlation analysis. Clearly, av-
eraging the particle-image fields over several realizations and then
correlating can increase the signal-to-noise ratio. However, if the
number of realizations used in the average is beyond an optimal
number, the signal-to-noise ratio can be reduced by further in-
creases inN. Loss of signal occurs because the number of non-
diagonal~noise! terms increases faster than the diagonal~signal!
terms. The optimal number of realizations depends upon many
factors including, interrogation spot size, particle-image number
density, and particle-image quality.

3.3 Average Correlation Method. A third method for esti-
mating average displacement fields is to calculate instantaneous
correlation functions, average the correlation function, and then
determine the location of the signal peak location. TheAverage
Correlation Method, is shown graphically in Fig. 1~c!. The aver-
age of instantaneous correlation functions overN realizations can
be written as

R̄AB~s!5E E A~X!B~X1s!d2X5E E A~X!B~X1s!d2X.

(5)

Figure 2 shows several instantaneous correlation functions, and
an average correlation function calculated by averaging 20 instan-
taneous correlation functions. The instantaneous correlation func-
tions are characteristic of micro-PIV data and were obtained from
an actual micro-PIV experiment. The instantaneous correlation
functions contain significant amounts of noise that can lead to
inaccurate or unreliable measurements. This noise is substantially
less in the average correlation function.

Since the operations of averaging and integration commute, the
average operator can be taken inside of the integral so that

R̄AB~s!5E E @A1B11A2B21A3B31¯1ANBN#d2X. (6)

From ~6!, the average correlation function contains only the
diagonal~i.e., signal! terms of~4!. Therefore, this type of average
produces a much higher signal-to-noise ratio than the alternative
methods that have been discussed previously. The number of sig-
nal terms increases linearly with the number of realizations,N.
Unlike the average image method, there is no penalty for includ-

ing large numbers of realizations in the average. Since the average
operator is applied to the correlation function before peak detec-
tion, the probability of erroneous measurements is greatly
reduced.

4 Application to Microchannel Flow
The three different averaging algorithms were applied to a se-

ries of particle image fields taken of steady Stokes’ water flow
through a 30mm3300mm glass microchannel. Details of the
same experiment but for a different flow rate are discussed by
Meinhart et al.@10#. The out of plane measurement resolution is
related to the depth of field of the microscope optics, and is esti-
mated to be approximately 1.8mm. Based on the discussion of
Santiago et al.@9#, the error due to Brownian motion for a single
particle is estimated to be less than 3 percent full-scale error. The
interrogation spot size was 16364 pixels and 24372 pixels, for
window 1 and window 2, respectively. The relative offset between
the windows was adjusted adaptively to approximate the particle
image displacement at each measurement location. The interroga-
tion windows were chosen to be small and have a high aspect ratio
to achieve high spatial resolution in the wall-normal direction.

The signal-to-noise ratio from standard correlation techniques
was relatively low, because there was an average of only 2.5
particle images located in each 16364 pixel interrogation win-
dow. The signal-to-noise ratio could be improved by increasing
the size of the correlation windows, but with reduced spatial reso-
lution. Alternatively, the particle concentration in the flow field
could be increased, but that would increase the number of out of
focus particles, and produce more background image noise.

Figure 3~a! shows an instantaneous velocity-vector field, calcu-
lated using a standard cross correlation technique without any
type of vector validation or smoothing applied to the field. The
velocity measurements contained in the row closest to the wall are
not considered to be accurate, because part of their interrogation
region lies outside the flow domain. The velocity measurements
are noisy, and approximately 20 percent appear to be erroneous.
An average over 20 instantaneous velocity fields is shown in Fig.
3~b!. Averaging reduces small random noise in the instantaneous
fields. However, the large errors associated with the erroneous
measurements are not averaged out quickly. The application of
vector validation algorithms can usually eliminate errors due to
erroneous measurements producing accurate velocity measure-
ments, however a priori knowledge of the flow field is required.

The same series of double-frame particle image fields were cor-
related, the correlation functions were averaged, and then the lo-
cations of the signal peaks in the correlation plane were deter-
mined, following theaverage correlation methoddepicted in Fig.
1~c!. The resulting velocity-vector field is shown in Fig. 3~c!. No
vector validation or smoothing has been applied to this field. The
field contains only 0.5–1 percent erroneous measurements and has
less noise than the vector fields shown in Figs. 3~a! and 3~b!.

The relative performance of the three averaging algorithms was
quantitatively compared by varying the number of realizations
used in the average, from one to twenty. The fraction of valid
measurements for each average was determined by identifying the
number of velocity measurements in which the streamwise com-
ponent of velocity deviated by more than 10 percent from the
known solution at each point. For this comparison, the known
solution was the velocity vector field estimated by applying the
average correlation technique to 20 realizations, and then smooth-
ing the flow field.

Figure 4 shows the fraction of valid measurements for each of
the three algorithms as a function of the number of realizations
used in the average. The average correlation method better than
performs the other two methods, and produces less than 0.5–1
percent erroneous measurements after averaging eight realiza-
tions. The average image method produces about 95 percent reli-
able velocity measurements, and reaches a maximum at four av-
erages. Further increases in the number of realizations used to

Fig. 2 Instantaneous cross correlation functions that are av-
eraged together to produce an average correlation function.
The average correlation function has a much higher signal-to-
noise ratio than the instantaneous correlation functions.
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average the images decreases the signal to noise of the average
particle-image field, and produces noise in the correlation plane
due to random correlation between nonpaired particle images. The
average velocity method reaches a maximum of 88 percent reli-
able measurements using two velocity averages. Further increases
in the number of averages decreases the number of reliable mea-
surements, due to an increase in the probability of an encountering
an erroneous measurement.

Conclusions
Three PIV algorithms are compared for estimated time-

averaged velocity fields. The process of obtaining PIV measure-
ments involves three primary steps:~1! particle image acquisition,
~2! particle image correlation, and~3! correlation peak detection.
In order to obtain average velocity fields, an averaging operator
must be applied to the data. When signal strength is sufficient, the
average can be applied after steps 1, 2, or 3. However, in demand-
ing situations when signal strength is weak, the order in which the
average operator is applied is important. The correlation and peak
detection operators are nonlinear and do not commute with the
average operator. Optimal signal strength can be achieved by first
calculating instantaneous correlation functions, and then averag-
ing the correlation functions before locating the signal peak.

The theoretical observations were confirmed by applying the
three different algorithms to experimental particle image data
from a 30mm3300mm microchannel flow. The results showed
that, by averaging instantaneous correlation functions before sig-
nal peak detection, high quality velocity data can be obtained with
less than 0.5–1 percent erroneous measurements, even when only
an average of 2.5 particle images were contained in a single in-
terrogation spot.
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Flow Structure in the Wake of a
Rotationally Oscillating Cylinder
The characteristics of the flow in the wake of a circular cylinder performing rotational
oscillation about its own axis and placed horizontally in a cross-stream is investigated.
The governing equations based on stream function-vorticity formulation are solved nu-
merically to determine the flow field structure. The parameters dominating flow structure
are Reynolds number, Re, amplitude of oscillation,QA and frequency ratio FR5S/S0
where S is the forcing frequency and S0 is the natural frequency of vortex shedding. The
ranges considered for these parameters are 40<Re<200, 0<QA<p and 0<FR<2. The
lock-on phenomenon has been predicted and its effect on the flow hydrodynamics has
been determined. The lock-on phenomenon is found to occur within a band of frequency
encompassing the natural frequency. This band, however, becomes wider as the amplitude
of oscillation increases. The obtained results show that the flow pattern in the near wake
has a strong dependence on the oscillation parameters but not the far wake.
@S0098-2202~00!01102-0#

1 Introduction
Flow behavior around a horizontal circular cylinder placed in a

cross-stream constitutes a classical problem. However, the flow
separation from bluff bodies and the wake structure are important
topics from the standpoint of fundamental research as well as in
technological applications. It was found experimentally that alter-
nating vortices are shed periodically from the cylinder surface at a
certain natural shedding frequency when Re.40. This periodic
shedding process induces oscillating lift and drag forces and cre-
ates unsteady flow behavior close to the cylinder surface.

If a cylinder oscillates, either in response to the naturally in-
duced oscillating lift force or due to external oscillations, it can
cause changes in the flow pattern in the wake region. In the case
of a cylinder performing transverse or in-line oscillations, when
the oscillation frequency is near the natural shedding frequency
~for transverse oscillation! or twice the natural shedding frequency
~for in-line oscillation!, vortices start shedding at the same forcing
frequency. This is called the lock-on phenomenon and is reported
in the works of Tanida et al.@1#, Bishop and Hassan@2#, Hurlbut
et al. @3#, and Griffin and Ramberg@4#.

Among the few studies published on rotational oscillation in a
cross-stream, only two authors reported the lock-on phenomenon.
Okajima et al.@5# was the first to report these phenomena when he
investigated the problem numerically in the range of Re from 40
to 80 and experimentally in the range from 80 to 6100. However,
his study did not include the detailed effect of such phenomenon
on the wake flow since only one value of velocity amplitude was
considered. Tokumaru et al.@6# captured the lock-on phenomenon
when studying, through flow visualization at Re515000, the pos-
sibility of rotary oscillation control of a cylinder wake. A number
of other investigators studied the same problem but did not report
the lock-on phenomenon. This is mainly because they either used
the boundary-layer assumption like Hori@7# or used a range of
frequency far enough from the natural shedding frequency as in
the work by Taneda@8#. Flow over a rotationally oscillating cyl-
inder was also investigated by Wu et al.@9# at frequencies equal
or near the natural shedding frequency. The study has shown that
a resonant flow state was achieved with lift and drag components
reached their maximum. Although the forced frequencies consid-
ered were close to the natural frequency, the results which must
have fell in the lock-on regime did not draw the authors’ attention.

Apart from the lock-on phenomenon, Tokumaru et al.@10# inves-
tigated the lift variation when a cylinder executes rotary oscilla-
tion with net rate of rotation, whereas, Filler et al.@11# investi-
gated the frequency response of the shear layers separating from a
cylinder performing rotational oscillations with small amplitudes.

Recently, Lu and Sato@12# and Chou@13# have reported the
lock-on phenomenon in their numerical investigation of the prob-
lem. In their work, Lu and Sato considered Reynolds numbers of
200, 1000, and 3000, while Chou reported his results mainly at
Re5500 and 1000. Lu and Sato used a wide range of frequency
ratio Fr50.5, 1, 2, 3, and 4 with no emphasis on the variation of
Fr in the neighborhood of Fr51 in order to give more details
about the lock-on range. The same approach was considered in the
work by Chou but only at Re51000. The main objective of this
work is to study the flow structure in the wake as well as the
hydrodynamics associated with a circular cylinder performing ro-
tational oscillation in a cross-stream.

2 Problem Statement and the Governing Equations
The physical model considered is shown in Fig. 1. A circular

cylinder of radiusc is placed horizontally in an unbounded, uni-
form cross-stream with approaching velocityV. The cylinder sur-
face acquires a harmonic rotational oscillation about its axis of the
form

Q52QA cos~2p f t! (1)

whereQ is the angular displacement,t is the time,QA , andf are
the angular displacement amplitude and frequency, respectively.
The governing equations in stream function-vorticity form can be
written as

]z8

]t
1ur8

]z8

]r 8
1

uu8

r 8

]z8

]u
5n¹2z8 (2)

z852¹2c8 (3)

The boundary conditions to be satisfied are the no-slip and im-
permeability on the cylinder surface and the free-stream condi-
tions far away from it. These conditions can be expressed as

c85
]c8

]u
50,

]c8

]r 8
52uw at r 85c

and
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]c8

]u
5r 8V cos~u!,

]c8

]r 8
52V sin~u!, z8→0 as r 8→`

(4)

The solution methodology does not impose any explicit bound-
ary condition for the vorticity at the cylinder surface that is nor-
mally computed from the known stream function distribution near
the wall using Eq.~3!. However, this procedure becomes less
accurate when large velocity gradients exist near the wall. This
problem has been overcome throughout this study by introducing
an integral condition to estimate accurately the surface vorticity,
following the work by Badr and Dennis@14#. The above govern-
ing equations are normalized by introducing the following dimen-
sionless quantities:

r 5
r 8

c
, Ur5

ur8

V
, Uu5

uu8

V
, t5t

V

c
, c5

c8

cV
,

and

z52z8
c

V

Using the above variables, Eqs.~2!–~3! can now be written as

]z

]t
1Ur

]z

]r
1

Uu

r

]z

]u
5

2

Re2 ¹2z (5)

z5¹2c (6)

whereUr51/r ]c/]u, Uu52]c/]r and Re52cV/n is the Rey-
nolds number.

The dimensionless velocity of the cylinder surface can now be
expressed as

Uw5a sin~pSt! (7)

wherea represents the velocity amplitude of oscillation andS is
the dimensionless forcing frequency given byS52 f c/V.

In order to have high accuracy near the surface at which large
velocity gradients exist and at the same time cover a large com-
putational domain, the modified polar coordinates~j,u! are used,
wherej5l nr. The equations in the new coordinates can be writ-
ten as

e2j
]z

]t
5

2

ReS ]2z

]j2 1
]2z

]u2D2
]c

]u

]z

]j
1

]c

]j

]z

]u
(8)

e2jz5
]2c

]j2 1
]2c

]u2 (9)

The boundary conditions can now be expressed as

c5
]c

]u
50,

]c

]j
52a sin~pSt! at j50

and

]c

]u
→e2j cosu,

]c

]j
→2e2j sinu, z→0 as j→`

(10)

3 The Method of Solution
The method of solution is based on integrating the time depen-

dent governing equations of motion and energy to obtain the time-
dependent velocity field. Using the series truncation method and
following the works of Collins and Dennis@15# and Badr and
Dennis@14#, the dimensionless stream functionc, vorticity z and
temperaturef are approximated using Fourier series expansions
as follows:

c~j,u,t !5
1

2
Fo~j,t !1(

n51

N

@ f n~j,t !sin~nu!1Fn~j,t !cos~nu!#

(11a)

z~j,u,t !5
1

2
Go~j,t !1(

n51

N

@gn~j,t !sin~nu!1Gn~j,t !cos~nu!#

(11b)

whereFo , f n , Fn , Go , gn andGn are Fourier coefficients and all
are functions ofj and t.

Substitution of Eq.~11! in Eqs.~8!–~9! and using simple math-
ematical analysis results in the following set of differential equa-
tions:

]2Fo

]j2 5e2jGo (12a)

]2f n

]j2 2n2f n5e2jgn (12b)

]2Fn

]j2 2n2Fn5e2jGn (12c)

e2j
]Go

]t
5

2

Re

]2Go

]j2 1So (13a)

e2j
]gn

]t
5

2

ReS ]2gn

]j2 2n2gnD1nFn

]Go

]j
2nGn

]Fo

]j
1Sn1

(13b)

e2j
]Gn

]t
5

2

ReS ]2Gn

]j2 2n2GnD1n fn

]Go

]j
2ngn

]Fo

]j
1Sn2

(13c)

whereSo , Sn1 , andSn2 are all easily identifiable functions ofj
and t. Equations~12a!–~12c! define a set of (2N11) ordinary
differential equations and Eqs.~13a!–~13c! define another set of
(2N11) partial differential equations, whereN is the order of
truncation in the Fourier series. All these equations have to be
solved at every time step. The boundary conditions for all func-
tions present in Eqs.~12a!–~13c! are obtained from Eq.~10! and
can be expressed as

F05Fn5 f n5]Fn /]j5] f n /]j50,

]Fo /]j522a sin~pSt! at j50,

e2jF0→0, e2j]Fo /]j→0, Fn→0, f n→d1,n

and

e2j]Fn /]j→0, e2j] f n /]j→d1,n

and

Go ,Gn ,gn→0 as j→` (14)

Integrating both sides of Eq.~12a! with respect toj from j50
to j5` and using the boundary conditions in Eq.~14! give the
following integral condition:

Fig. 1 The physical model and coordinate system
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E
0

`

e2jGodj52a sin~pSt! (15a)

Similarly, integrating both sides of Eqs.~12b! and ~12c! sub-
jected to the boundary conditions given in Eq.~14! results in

E
0

`

e~22n!jgndj52d1,n (15b)

E
0

`

e~22n!jGndj50 (15c)

where

d1,n5H 1 when n51

0 when nÞ1

The above integral conditions are used to calculate the values of
the functionsGo , gn , andGn which are needed to determine the
surface vorticity. The first condition~Eq. ~15a!! is essential to
ensure the periodicity of the pressure on the cylinder surface.

In order to advance the solution ofc, z, and f in time, the
initial condition at timet50 must be known. The flow field struc-
ture at small times following the impulsive fluid motion is char-
acterized by very thin boundary-layer region close to the cylinder
surface bounded by a potential flow elsewhere. The use of poten-
tial flow solution as initial solution, as was frequently adopted by
many researchers, will definitely lead to inaccurate results follow-
ing the start of fluid motion. However, the effect of such inaccu-
racy on the large time results is not known. The proper scaling for
such a case is the use boundary-layer coordinates. Let us now
introduce boundary-layer coordinates (z,t) defined as:

j5lz, where l52A2t/Re,

and also introducec* andz* defined asc*5c/l, andz*5lz.
The corresponding Fourier functions become

F0* 5F0 /l, f n* 5 f n /l, Fn* 5Fn /l, G0* 5G0l,

gn* 5gnl and Gn* 5Gnl (16)

The use ofc* andz* is appropriate to the flow field structure at
small time in which the viscous flow region is limited to a very
thin layer. In that layer, the surface vorticityz reaches high values
while the stream functionc is small. Using Eq.~16!, the govern-
ing equations and the boundary and integral conditions Eqs.~14!–
~15! can now be transformed to the new coordinate system and
then solved to give an accurate solution at times following the
start of motion. The initial solution att501 is obtained by closely
following Collins and Dennis@15# and Badr and Dennis@14#, and
is found to be

c* ~z,u,0!52@z~12erf~z!1p21/2~12e2z2
!#sin~u! (17)

z* ~z,u,0!54 sin~u!p21/2e2z2
(18)

The differential Eqs.~12!–~13! and the boundary and integral
conditions~Eqs.~14! and ~15!! are different from those obtained
by Collins and Dennis@15# and Badr and Dennis@14#. However,
the numerical technique is almost the same and will not be re-
peated here.

In order to examine the pressure distribution on the cylinder
surface, let us introduce the dimensionless pressure,p* such that
pu* 52(Pu2Pp)/rV2. Now, by applying the angular component
of Navier-Stokes equations on the cylinder surface, one gets

]Pu*

]u
522

]Uw

]t
2

4

ReS ]z

]j D
j50

(19)

Integrating the above expression w.r.t.u starting fromu5p to
any angleu on the cylinder surface, the pressure distribution is
found to be

Pu* 5~p2u!F 2

Re

]G0

]j U
j50

12
]Uw

]t G2
4

ReF(n51

N
sinnu

n

]Gn

]j U
j50

2
cosnu2cosnp

n

]gn

]j U
j50

G (20)

The periodicity of surface pressure requires that

2

Re

]G0

]j U
j50

12
]Uw

]t
50 (21)

Closely following the line of reasoning of Badr and Dennis@14#
for the problem of steady rotating cylinder in uniform stream, it
can be shown that the condition given in Eq.~21! is implicitly
satisfied by the integral condition given in Eq.~15a!. For steady
rotating cylinder, the needed condition for the periodicity of pres-
sure as deduced by Badr and Dennis@14# wasG08(0,t)50, which
represents a special case of Eq.~21! whenUw5const.

The number of points in thej direction used in this work is 120
with a grid sizeDj50.1. This sets the outer boundary of the
computational domain at a distance of approximately 10,000
times the diameter of the cylinder. Such distance is large enough
to ensure that the conditions at` are appropriately satisfied. How-
ever, this grid size is reduced to 0.05 for high Reynolds number
cases. This matches closely the flow field characteristics since as
Re increases the boundary layer becomes thinner and the velocity
gradient near the wall becomes steeper. The time steps used are
very small at the start of motionDt51023 and gradually increase
to 0.05 at large time. The numerical solution starts with two terms
only in the Fourier series and one more term is added when the
last term exceeds 1024. The maximum number of terms depends
on the Reynolds number, forcing frequency and amplitude of os-
cillation. That number reached a maximum of 40 in all cases
considered in this work.

The lift and drag coefficients are defined byCL5L/rV2c, CD

5D/rV2c, whereL, D are the lift and drag forces exerted on a
unit length of the cylinder. These two forces are mainly due to
pressure and viscous forces acting on the surface. In terms of the
Fourier coefficients,CL andCD can be expressed as:

CL52
2p

Re H G1~0,t !2S ]G1

]j D
j50

J (22)

CD5
2p

Re H g1~0,t !2S ]g1

]j D
j50

J (23)

The time-averaged drag coefficient is obtained from

CD5
1

t22t1
E

1

t2
CDdt (24)

where the time period betweent1 andt2 is taken after reaching the
quasi-steady state and covering more than one cycle.

In order to verify the accuracy of the method of solution and the
computational scheme, the problem of initial flows over fixed and
rotating cylinders starting their motion impulsively from rest are
first considered. The present prediction of the initial streamline
pattern for flow over a fixed cylinder at Re53000 andt53 is
shown in Fig. 2. The pattern compares very well with the corre-
sponding experimental and theoretical patterns obtained by Ta
Phuoc Loc and Bouard@16#. A pair of secondary vortices gener-
ated near the cylinder surface at such moderate Reynolds number
is accurately predicted. Figure 3 shows a good agreement between
the velocity distribution along line~u50! predicted by Ta Phuoc
Loc @17# and the corresponding distribution predicted by the
present method for the special case of Re5550. On the other
hand, the present predictions for the initial flow development over
a rotating cylinder are compared with that obtained experimen-
tally by Coutanceau and Menard@18#. The comparison is carried
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Fig. 2 The streamline pattern for impulsively started over a
fixed cylinder for the case of Re Ä3000 at tÄ3 and comparison
with previous results; „a… present study, „b… experimental, and
„c… theoretical results obtained by Ta Phuoc Loc and Bouard
†16‡.

Fig. 3 The time development of the x -component of velocity
along uÄ0 at ReÄ550; —— present results; – – – numerical re-
sults of Ta Phuoc Loc †17‡.

Fig. 4 Time development of velocity components along uÄ0
and comparison with experimental results of Coutanceau and
Menard †18‡ at ReÄ200 and aÄ1Õ2. Experimental values: d t
Ä1; s tÄ2; Š tÄ3; n tÄ4; L tÄ5; . tÄ6; Theoretical curves
„a… x -component, „b… y -component.

Fig. 5 The time variation of tangential velocity component,
drag coefficient and lift coefficient for the case of a fixed cylin-
der at ReÄ200.

Table 1 Comparison between the natural Strouhal number ob-
tained from the present study and that reported by Roshko †21‡
and Williamson †26‡.
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out for one speed ratio~a50.5! at Re5200. The velocity compo-
nents along the line~u50! compare quantitatively well with the
experimental ones as shown in Fig. 4.

4 Results and Discussion
As a precursor to the case of oscillating cylinder, the process of

vortex shedding from a stationary cylinder is examined at the

three Reynolds numbers~Re580, 100, and 200!. This range is
selected based on Williamson’s experimental investigation@19# in
which the upper limit of Reynolds number required to keep the
flow field laminar and two-dimensional is Re5200. In the numeri-
cal scheme, the vortex shedding process is triggered by rotation-
ally oscillating the cylinder only for one complete cycle~at t
540! and fixing it afterwards. The Karman vortex street is devel-
oped with vortices being shed alternately from the upper and
lower surfaces of the cylinder. The frequency of vortex shedding
is computed from either the periodic variation of the velocity at
any point in the wake or the time variation of the induced oscil-
lating lift force following Sarpkaya@20#. The dimensionless fre-
quency of vortex shedding is generally expressed as the natural
Strouhal number,So5 f od/V, where f o is the vortex shedding
frequency. The Fourier analysis for the lift record or the velocity
record gives almost the same value for Strouhal number. The
predicted values of Strouhal number together with the experimen-
tal values reported by Roshko@21# and Williamson@19# are dis-
played in Table 1.

Figure 5 shows the time variation of the tangential component
of velocity in the wake as well as the lift and drag coefficients for
the case of Re5200. While both velocity and lift coefficient are
found to oscillate at the same vortex shedding frequency, the drag

Fig. 6 „a… The time variation of lift and drag coefficients for a
non-lock-on regime at Re Ä200, QAÄpÕ4 and FRÄ0.5. „b… The
time variation of lift and drag coefficients for a non-lock-on re-
gime at Re Ä200, QAÄpÕ8 and FRÄ2.

Fig. 7 Fourier analysis of the far wake for two non-lock-on
regimes at Re Ä200 and „a… QAÄpÕ4, FRÄ1Õ2, „b… QAÄpÕ8, FR
Ä2

Table 2 The average drag coefficient obtained from the
present study and comparison with previous results for the
case of a fixed cylinder.

Data from Ref.@27# Chin-Hsiang et al.~1997!.
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coefficient oscillates at twice that frequency. The values of the
time-averaged drag coefficient at different Reynolds number are
compared with previous works displayed in Table 2 which shows
a good agreement.

Flow Regimes of the Rotationally Oscillating Cylinder.
The flow structure near a cylinder performing rotational oscilla-
tion while placed in a cross-stream is dominated by Reynolds
number and amplitude and frequency of oscillations. This study
covers the range of Reynolds number up to 200, oscillation am-
plitude up to p and dimensionless oscillation frequency up to
2S0 . Based on frequency analysis of vortex shedding, and similar
to the previous studies reported by Bishop and Hassan@2# and
Tanida et al.@1# on cylinders performing transverse oscillations
in a cross-stream, the present preliminary results have shown two
distinct regimes. The first is called the non-lock-on regime and is
characterized by periodic shedding of vortices at the natural fre-
quency,f 0 , irrespective of the forced oscillation frequency. This
regime occurs when the cylinder frequency,f, is away fromf 0 .
However, when the oscillation frequency approachesf 0 , another
regime, called the lock-on regime, occurs. In such regime, the
vortices are shed at the same frequency of forced oscillations as
reported in the works by Lu and Sato@12# and by Chou@13#. The
lock-on regime is found to occur within a band of frequency
bracketing the natural frequency. This frequency band is termed
as the range of synchronization or the lock-on frequency range.

Since the flow field characteristics near the cylinder may differ
from that far away, both near and far wakes are examined. The
near wake response is analyzed from the lift record whereas the
far wake response is computed from analyzing the time variation
of the tangential velocity component at a point downstream in the
wake ~r 510, u50!.

The Non-Lock-On Regime. Figures 6~a,b! show the time
variations of drag and lift coefficients for the case of Re5200
when forcing frequency was either below the natural frequency
~Fig. 6~a!! or above the natural frequency~Fig. 6~b!!. The ampli-
tudes of lift and drag coefficients are not constants but rather
change with nearly periodic beating wave forms. Such wave
forms were also found in the works by Bishop and Hassan@2# and
Tanida et al.@1# in the case of transverse oscillation and attributed
to the combined effect of natural and forced oscillations. Figures
6~a! and 6~b! show the same frequency ofCL as that of the natural
vortex shedding frequency although the forcing frequencies in the
two cases are quite different. The Fourier analysis

Fig. 8 Streamline patterns „left … equi-vorticity patterns „right …
for one complete cycle in case of Re Ä200, QAÄpÕ4 and FR
Ä1Õ2 at times „a… tÄ40, „b… tÄ42.75, „c… tÄ45.5, „d… tÄ48.25, „e…
tÄ51, „f… tÄ53.75, „g… tÄ56.5, „h… tÄ59.25, „i… tÄ62

Fig. 9 The time variation of surface pressure distribution for
an non lock-on regime during „a… one complete cycle in case of
ReÄ200, QAÄpÕ4 and FRÄ1Õ2, „b… two complete cycle in case
of ReÄ200, QAÄpÕ8 and FRÄ2
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of the far wake for the two cases is shown in Figs. 7~a,b!. The
figures clearly indicate that the far wake response is dominated by
the natural frequency.

Typical streamline and equi-vorticity plots for the non-lock-on
regime are shown in Fig. 8 for the case of Re5200,QA5p/4 and
FR50.5. These plots are prepared at equal intervals through one
complete cycle of oscillation. The streamline contours show the
details of the flow field structure and its time variation during one
cycle. Two opposite vortices are alternately shed from the upper
and lower surfaces of the cylinder per half cycle resulting in vor-
tex shedding frequency equal to the natural one. Unlike the case
of a fixed cylinder in which the shedding vortices are all equal in
size, the vortices generated in the present case are of two different
sizes shedding alternately from the upper and lower sides as
shown in Fig. 8. This explains the shape of the beating wave form
of the lift force plotted in Fig. 6~a!. A higher peak corresponds to
the big vortex detachment and a smaller one corresponds to the
small vortex. However, one can see from Fig. 8 that the far wake
vortex street is similar to the familiar Karman street developed
from a stationary cylinder.

Figures 9~a,b! show the distribution of surface pressure at equal
time intervals in the two aforementioned cases. It can be seen that
the changes in the surface pressure distribution are small on the
upstream side of the cylinder surface while remarkable on the
downstream side as a result of vortex shedding. The interesting
phenomenon depicted in Fig. 9 is that the pressure distribution in
the case ofFR52 attains its nearly periodic behavior at the natu-
ral shedding frequency unlike that in the case ofFR50.5 where
the nearly periodic behavior is attained at the cylinder frequency.
Accordingly, in non-lock-on regimes, the vortices are shed at the

Fig. 10 The time variation of the lift coefficient for a lock-on
regime in case of Re Ä200, QAÄpÕ4 and FRÄ0.83 and 1.11

Fig. 11 The time variation of the lift coefficient for the case of
ReÄ40, SÄ0.1 and aÄ0.2 and comparison with the numerical
results of Okajima et al. †5‡.

Fig. 12 „a… The time variation of lift and drag coefficients and
angular velocity in the far wake at Re Ä200, QAÄpÕ2 and FR
Ä0.83 and the corresponding Fourier analysis of „b… the near
wake and „c… the far wake.

296 Õ Vol. 122, JUNE 2000 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.148. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



natural frequency whereas the near wake flow field attains its
nearly periodic behavior at the lowest frequency~the lowest of the
imposed and natural frequencies!. On the other hand, the far wake
always oscillates at the natural shedding frequency.

The Lock-On Regime. As the forcing frequency approaches
f 0 , the interaction between the natural and forced shedding
mechanisms becomes stronger and the frequency of vortex shed-
ding shifts to synchronize with the imposed rotational frequency.
This behavior occurs over a span of frequency bracketing the
natural frequency. Figure 10 shows the lift record for a synchro-
nized regime at Re5200 andQA5p/4. A quick comparison be-
tween the oscillating lift coefficients for the two regimes given in
Figs. 6~a! and 10 shows a wave form composed of two frequen-
cies~f and f 0! in the first case while only the imposed frequency,
f, in the second. Figure 11 shows a comparison between the ob-
tained lift record for a lock-on regime at Re540, a50.2 andS
50.1 and the numerical results reported by Okajima@5#. Although
the two records have the same frequency, there is a small differ-
ence in amplitudes as well as a phase shift that may be attributed

to the different imposed initial conditions. However, the present
average value for the lift coefficient amplitude~'0.51! compares
very well with experimental value reported by the same authors
~'0.47!. Figure 12 shows typical examples for records of the lift
and drag forces at Re5200, QA5p/2 at frequencies within the
lock-on range along with time traces of the tangential velocity
component in the far wake. It can be observed that the lift force
oscillates at the same forced frequency whereas the drag fluctuates
at twice the cylinder frequency. The figure also shows that the
tangential velocity component in the far wake oscillates at the
same cylinder frequency. Fourier analysis of the near wake~Fig.
12~b!! and the far wake~Fig. 12~c!! for the case of Re5200,
QA5p/2 andFR50.83 (S50.15) shows clearly the domination
of forcing frequency.

Figures 13~a,b! show the effect of frequency ratio on the am-
plitudes of lift and drag coefficients for the two amplitudesQA
5p/8 andQA5p/4 at Re5100. The lock-on range for the case
QA5p/8 is 0.83,FR,1.2 while atQA5p/4 the range becomes
0.75,FR,1.3. The figure clearly shows that the lift and drag
amplitudes increase significantly in the lock-on range and with the
maximum occurring near the middle of that range. The same phe-
nomenon was reported in the works of Bishop et al.@2# and
Tanida@8#. Shown in Fig. 14 is the present results for the average
amplitude of the lift coefficient for the case of Re580, a50.2 at
different frequencies along with both experimental and numerical
results reported in Okajima@5#. The figure shows that the obtained
CL amplitude reaches its maximum close to the natural Strouhal
number and decreases away from it. The present results roughly
fit the experimental data of Okajima@5# with a slight frequency
shift of about 0.02.

The streamlines and equi-vorticity lines are plotted for two
typical lock-on regimes with the same Reynolds number and am-
plitude ~Re5200,QA5p/2! but with two different frequency ra-
tios ~FR50.83 and 1.11! as shown in Figs. 15 and 16. The time
period between any two successive plots is one quarter of a cycle.
It is clear that the higher rate of vortex shedding occurs at the
higher frequency. The longitudinal spacing of the wake wave-
length shown in streamlines contours for both cases confirms that
the wake wavelength varies inversely withFR . This agrees well
with the results reported by Sarpkaya@20# for the special case of
transverse oscillation. The mechanism of diffusion of angular mo-
mentum by viscous forces is clearly shown in the equi-vorticity

Fig. 13 The effect of frequency ratio on the time-averaged lift
and drag coefficients at Re Ä100, QAÄpÕ8 and pÕ4; „a… lift coef-
ficient and „b… drag coefficient. – – – QAÄpÕ8; —— QAÄpÕ4.

Fig. 14 Effect of frequency on average amplitude of lift coeffi-
cient and comparison with previous studies for the case of
ReÄ80 and aÄ0.2. ) present study; —— experimental and L
numerical results of Okajima et al. †5‡.
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contour plots. The vorticity diffusion mechanism shown in Fig. 16
is similar to the one reported by Lu and Sato@12# for the case of
Re5200, Fr51.0 anda52. Moreover, the periodicity of the flow
field is clearly shown in the streamline plots since the start of the
cycle is very much the same as the end of it.

The Transition Regime and Lock-On Range. The transition
between lock-on and non-lock-on regimes occurs at a certain ro-
tational frequency and is characterized by an intermittent wake
flow that switches back and forth between the two regimes. Figure

17 shows the time variation of the lift coefficient as well as the
corresponding Fourier analysis for a typical case representing the
transition regime. Figure 17~a! shows a change of frequency ap-
proximately every two cycles with the larger amplitudes occurring
at the forcing frequency and the smaller ones at the natural fre-
quency. The Fourier analysis ofCL ~Fig. 17~b!! confirms the ex-
istence of the two frequencies~S and S0!. Vortex shedding at
alternating frequencies at the boundary in between lock-on and

Fig. 15 Streamline patterns „left … and equi-vorticity patterns
„right … for one complete cycle in case of Re Ä200, QAÄpÕ2 and
FRÄ0.83 at times „a… tÄt o . „b… tÄt o¿1Õ4Tp , „c… tÄt o¿1Õ2Tp ,
„d… tÄt o¿3Õ4Tp „e… tÄt o¿Tp where Tp is the time period of
cylinder oscillation.

Fig. 16 Streamline patterns „left … and equi-vorticity patterns
„right … for one complete cycle of cylinder oscillation in case of
ReÄ200, QAÄpÕ2 and FRÄ1.11 at times „a… tÄt o . „b… tÄt o
¿1Õ4Tp , „c… tÄt o¿1Õ2Tp , „d… tÄt o¿3Õ4Tp , „e… tÄt o¿Tp .

Fig. 17 The time variation of the lift coefficient and corre-
sponding Fourier analysis for the case of Re Ä200, QAÄpÕ8 and
FRÄ1.25: „a… lift coefficient, „b… Fourier analysis.

Fig. 18 Effect of oscillation amplitude on the time variation of
lift coefficient at Re Ä200 and FRÄ0.5
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non-lock-on regimes was observed experimentally by Stansby
@22# and numerically by Karniadakis@23#. The far wake analysis
of the same case indicates the same two intermittent frequencies
~S andS0! as before.

The effect of amplitude on the lock-on frequency range has
shown to be very significant. The larger the amplitude of oscilla-
tion the wider the lock-on frequency range. As the amplitude de-
creases, the lock-on frequency range becomes narrower until it
reaches zero at a threshold amplitudeQA1 . Below this threshold
value the lock-on regimes occur only atFR51. In this study, the
numerical experiments have shown that for all amplitudes less
thanp/40, the vortices shed at the natural frequency regardless of
the forcing frequency, however, the exact threshold value is not
known. The existence of such threshold value was also reported in
the experimental findings of Koopman@24# for the special case of
transverse oscillation. However, this threshold amplitude was not
found in the works by Stansby@22# and Meneghini and Bearman
@25# in the case of transverse oscillation.

In order to clarify the role of amplitude on the flow regime in
the wake, the lift record is examined at Re5200,FR50.5 and for
four different amplitudes~QA5p/8, p/4, p/2 and p!. The two
amplitudesQA5p/8 andQA5p/4 result in non-lock-on regime,
with the lift coefficient fluctuating at almost the natural frequency

in a beating wave form as shown in Fig. 18. The non-lock-on
regime continues to prevail as the amplitude increases toQA
5p/2 but with clear sign of transition~based on Fourier analysis!
to a lock-on regime, which does occur atQA5p. The threshold
amplitude at this frequency ratio lies betweenQA5p/2 and p.
However, no attempt has been made to determine the exact value.
Another interesting phenomenon is captured at amplitudes greater
thanQA2 ~where, in this case,QA2 lies betweenp/4 andp/2!. At
such amplitudes, when the frequency is greater than the upper
boundary for a lock-on regime, the near wake synchronizes with
the cylinder oscillation while the far wake response approaches
the non-lock-on regime as the imposed frequency increases. This
gradual ‘‘breakup’’ in the far wake structure with the increase of
forcing frequency was observed experimentally by Tokumaru@6#.
To clarify this phenomenon, both the near and far wakes are ex-
amined at Re5200, QA5p/2 and for three different frequency
ratios ~FR51.11, 1.5 and 2!. The lift records for these cases are
shown in Figs. 19~a!–~c!. Plotted in the same figures is the cylin-
der surface velocity and traces of the tangential velocity compo-
nent in the far wake. Figure 19~a! clearly shows that both near and
far wake regions oscillate at the imposed frequency indicating a
periodic lock-on regime. As the frequency increases toFR51.5
~see Fig. 19b!, the near wake is only synchronized while the far

Fig. 19 The time variation of lift and drag coefficients and an-
gular velocity in the far wake „rÄ10, uÄ0… at ReÄ200, QA
ÄpÕ2 and „a… FRÄ1.11, „b… FRÄ1.5, and „c… FRÄ2
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wake showing transition between lock-on and non-lock-on re-
gimes. Further increase of frequency toFR52 ~Fig. 19c!, the near
wake response continues to be synchronized whereas the far wake
response switches completely to non-lock-on regime where the
natural frequency dominates.

The flow field for this last case~Re5200, QA5p/2 and FR
52! is plotted at equal time steps during a complete cycle as
shown in Fig. 20. The streamline plots show that vortices are
shedding alternately at the forcing frequency in the near wake
region. These vortices, however, coalesce and evolve into a struc-
ture with a lower frequency in the far wake region. The equi-
vorticity patterns for the same case show vortices separated by a
larger distance in the far wake in comparison with the near wake.
The coalescence of vortices is clearly shown in Figs. 20~b,c,d!

In order to summarize all the obtained wake modes, a qualita-

tive frequency-selection diagram is sketched in the frequency-
amplitude plane as shown in Fig. 21. Similar diagrams were plot-
ted by Karniadaki and Triantayllou@23# and by Lu and Sato@12#.
For amplitudes less thanQA1 , the non lock-on regime prevails
~except atFR51! regardless of the forcing frequency~region A!.
In the rangeQA1,QA,QA2 , one can distinguish four limiting
frequencies, namely,f b1 , f b2 , f b3 and f b4 . These frequencies
mark the transition between different regimes. The lower and up-
per boundaries of the lock-on regime~region D! are given byf b2 ,
and f b3 , respectively. The two transition regimes~regions C and
E! occur at the outskirts of the lock-on region D and identified by
the frequency rangesf b2 to f b1 and f b3 to f b4 . Forcing frequen-
cies less thanf b1 or greater thanf b4 , result in non lock-on re-
gimes~regions B and F!. When the amplitude is greater thanQA2
and the forcing frequency greater thanf b3 , the near wake is
locked-on whereas the far wake either has a transition regime
~region G! or non lock-on regime~region H!.

5 Conclusions
The unsteady flow-characteristics in the wake of a cylinder per-

forming rotational oscillation about its own axis while placed in a
steady uniform stream is investigated. The governing equations of
motion are solved numerically in the range of Reynolds number
up to Re5200, amplitude of oscillation up toQA5p and fre-
quency ratios up toFR52. The lock-on phenomenon has been
predicted and its effect on the hydrodynamics as well as the flow
structure in the wake region has been determined. The results
show that the lock-on phenomenon occurs within a band of fre-
quency that encompasses the natural frequency. This band be-
comes wider as the amplitude of oscillation increases. The lift and
drag coefficients show an increase within the lock-on frequency
range that becomes more significant near the natural frequency.
The possible wake characteristics are summarized and presented
in the frequency-selection diagram.
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Characteristics of Shallow
Turbulent Near Wakes at Low
Reynolds Numbers
The present study deals with the noninvasive measurement of both velocity and concen-
tration in the near region of shallow turbulent wakes using a laser-Doppler anemometer
and a video-imaging technique. A 40 mm wide flat plate placed normal to the flow is used
as the wake generator. The flow depths considered in the present study are small com-
pared to the width of the channel and the generated wakes are categorized as shallow.
Tests were conducted at two depths of flow~h520 and 40 mm) and the boundary layer
thickness of the approaching flow is comparable to the depth. The Reynolds number of the
flow based on the approaching freestream boundary layer momentum thickness varies
from 180 to 400, while, the Reynolds number based on the test body width was maintained
nearly constant ('4000). Measurements were carried out at three axial stations (2.5, 5,
and 10 plate widths) downstream of the bluff body. At each axial station, the velocity
measurements were carried at distances of h/4, h/2, and 3h/4 from the channel bottom
and spanning the cross section of the wake. Appropriate length and velocity scales are
identified to characterize the wake. The axial variation of the shallow wake half-width
based on both the lateral velocity profile and the lateral concentration profile is also
obtained. A shear parameter is introduced to analyze the relative effects of transverse
shear and bed friction.@S0098-2202~00!01802-2#

Introduction
Many of the previous studies on bluff body wakes~for e.g.,

Bisset et al.@1#, Browne et al.@2#, Kiya and Matsumura@3#, Mat-
sumura and Antonia@4#, and Townsend@5#! were conducted in
test sections of large depths compared to the width of the body
~i.e., at large aspect ratio!. Several of these studies have been
confined to the far wake where the flow is dynamically similar
and approximately self-preserving. A few studies have also been
carried out in the near wake~Antonia @6# and Cantwell and Coles
@7#!, and in the intermediate wake~Fage@8#, Freymuth@9#, Hay-
akawa and Hussain@10#, and Matsumura and Antonia@4#!. Re-
cently, Norberg@11# has carried out laser-Doppler velocity mea-
surements in the near region of circular cylinder wakes. In the
context of the present study, all the above-mentioned research
could be classified as deep wakes~Balachandar et al.@12#!.

A shallow flow is defined as the situation where the horizontal
length scale of a typical eddy is significantly larger than the ver-
tical scale~e.g., depth of flow!. For example, the tankerArgo
Merchant stranded on the Nantucket shoals produced turbulent
eddies in the wake region which have a size of about 2000 ft,
while the depth of flow at the same location is only about 50 ft
~Van Dyke @13#!. Other examples of shallow flow include the
wake formed downwind of the mountain in the island of Madeira
~Burger and Wille@14#! and the flow past islands in river systems
~Ingram and Chu@15#!. In shallow flows, bed friction effects be-
come very important and are quantified in terms of a friction
length scale, which is usually defined as the ratio of the depth of
flow (h) to the skin friction coefficient (Cf). Obviously, the bed
friction effects are expected to be minimized in deep flows. For
example, the wake region of a bluff body is quite distinct in a
deep flow with the formation of well-known Karman vortex street,
while in a corresponding shallow flow, the wake is stabilized due
to friction effects and the vortex street is annihilated~Balachandar
et al. @12#!.

In view of the practical applications, there has been renewed
interest in the characteristics of turbulent, shallow open channel
wakes~Balachandar et al.@16,12#, Chen and Jirka@17#, Ingram
and Chu@15#, Lloyd and Stansby@18#, and Wolanski et al.@19#!.
For example, Ingram and Chu@15# and Wolanski et al.@19# stud-
ied the characteristics of flow around islands. Since effluent dis-
charge into shallow waters is often encountered in engineering
practice, Balachandar et al.@12# studied the mixing characteristics
of a nonreacting pollutant in the island wakes. Other examples of
wakes generated in shallow flows include flow past bridge piers
and other types of hydraulic structures.

Chu et al.@20# theoretically studied the stability of shear flows
in shallow open channel flows. They proposed a bed friction pa-
rameter as a relative measure of stabilizing effect of bed friction
and destabilizing effect of transverse shear. Based on an order of
magnitude argument, Ingram and Chu@15# proposed a wake sta-
bility parameterS5Cf d/h. Here,d denotes the width or diameter
of a bluff body. This definition ofS has been used in many sub-
sequent shallow flow bluff body studies~see for example, Lloyd
and Stansby@18#, Tachie@21#, and Balachandar et al.@12#! with
no real critical scrutiny. From experimental investigations of shal-
low flows behind circular cylinders and flat plates, Chen and Jirka
@17# proposed critical values ofS ~denoted asSc) to signify the
onset of particular flow conditions. More specifically, it was sug-
gested that forSc<Sc1 ~'0.20!, eddy shedding in the manner of a
Karman vortex street is observed, while, forSc>Sc2 ~'0.50!, the
transverse shear is stabilized and the wake is characterized by a
steady wake bubble. ForSc1<Sc<Sc2 , the wake undergoes tran-
sition from vortex shedding to unsteady bubble type flow with
instabilities. In a recent study, Lloyd and Stansby@18# made ex-
tensive experimental and numerical investigations in shallow
wakes behind conical model islands with gentle slopes. They ob-
tained critical stability parameters that were in good agreement
with those obtained by Chen and Jirka@17#.

A detailed theoretical and experimental investigation of shallow
wakes behind flat plates in an open channel flume was made re-
cently by Balachandar et al.@12#. Some useful remarks on the
wake stability parameter (Sc5Cf d/h) was presented therein. The
range of velocities and the depths~10<h ~mm!<80! of flow con-
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sidered in Balachandar et al.@12# and Lloyd and Stansby@18#
studies are similar. However, the size of the wake generators used
by Lloyd and Stansby@18# are about 8 to 30 times larger than that
used by Balachandar et al.@12#. From careful visual observations
and concentration measurements, it was found by Balachandar
et al. @12# that for Sc<0.008, distinct and continuous Karman
vortices were noted. ForSc'0.009– 0.018, weak and intermittent
Karman vortices were observed, while the Karman vortex street
was completely annihilated whenSc>0.021. In fact, for a given
velocity and plate width, no significant difference between the
nature of the Karman vortex street and the development~or
spread! of the wake was observed forh>30 mm. Based on these
observations, shallow wakes were reclassified into shallow-
shallow wakes and deep-shallow wakes. Given the significant dif-
ference in the reported values of the critical wake stability param-
eter, an alternate measure using the wake velocity data may be
more appropriate.

In the study reported by Balachandar et al.@12#, only an inter-
mittent Karman vortex street was observed at a flow depth of 20
mm in the wakes generated by a 20 mm and a 40 mm wide flat
plate. In the present study, the approaching stream was suffi-
ciently tripped upstream in order that a fully developed turbulent
boundary layer is established. As will be discussed later, it is
interesting to note that a continuous and distinct Karman vortex
street was noted in the present study ath520 mm. In the earlier
study, though no velocity measurements were made in the ap-
proaching flow, it can be estimated that the boundary layer was
not fully turbulent. If this is true, one might attribute the differ-
ences in the shallow wake characteristics to the nature of bound-
ary layer of the approaching stream.

Detailed velocity measurements were recently conducted in
deep-shallow wakes generated on smooth and rough beds by Ta-
chie and Balachandar@22# at relatively larger Reu5Ueu/n. Here,
u is the momentum thickness of the approaching flow andn is the
fluid kinematic viscosity. The flows were tripped and the bound-
ary layer of the approaching stream was fully turbulent. From
detailed boundary layer measurements, the skin friction coeffi-
cient Cf was determined. The critical wake stability parameter
proposed in earlier studies was found to be unsuitable.

Existing literature suggests that detailed information of the ve-
locity field in both the approaching freestream and downstream of
the wake generator would be very useful in interpreting the char-
acteristics of shallow turbulent wakes. Such data would also be
helpful in defining more representative parameters to characterize
the stabilizing effects in the wake region. The characteristics of
the velocity field will also aid in interpreting the scalar field data.
Currently, velocity measurements are scarce, especially in low
Reynolds number, shallow turbulent wakes. In many laboratory-
modeling studies, a low Reu is dictated by the need to work at low
Froude numbers~subcritical flow!. The present study is a continu-
ation of earlier research work in shallow wakes. The study is
carried out to obtain the velocity and scalar distributions in the
near-wake region of a bluff body in a noninvasive fashion. To the
knowledge of the authors, this is the first nonintrusive velocity-
scalar data set in low Reynolds number shallow turbulent wakes
(Reu,400).

Experimental Setup and Procedure
The present experiments were conducted in a rectangular cross

section open channel flume. The flume was 0.6 m deep, 0.8 m
wide, and 10 m long. A contraction and several stilling arrange-
ments used to reduce any large-scale turbulence in the flow pre-
ceded the straight section of the channel. The sidewalls of the
flume were made of transparent tempered glass to facilitate mea-
surement of velocity using a laser-Doppler anemometer. The test
body was located 4 m downstream of the contraction. At low
velocities, the boundary layer in the test section region is expected
to be in a state of transition from laminar to turbulent. Conse-
quently, tripping of the boundary layer was required to achieve a

fully developed turbulent regime. The trip was made up of sand
particles~median diameter: 1.0 mm! and glued on to the bottom of
the channel as a 25 mm strip spanning the entire width of the
flume. The trip was located 1.75 m upstream of the bluff body.
Two tests were carried out at flow depthsh520 and 40 mm. In
each test, measurements were carried out at three axial stations
~2.5, 5, and 10 plate widths! downstream of the bluff body. At
each axial station, the velocity measurements were obtained at
distances ofh/4, h/2, and 3h/4 from the channel bed and span-
ning the entire cross section of the wake~Fig. 1!. The velocity
measurements were carried out using a single-component fiber-
optic probe laser-Doppler anemometer~Dantec Inc.!. Detailed de-
scriptions of the laser-Doppler anemometer system and the signal
processor used in the present study are available elsewhere and
avoided here for brevity~Ramachandran@23#!. The lateral con-
centration distribution was also obtained at the three axial stations
using a nonintrusive image analysis technique. The method of
measurement is similar to that reported in Balachandar et al.
@24,12#. Preliminary experiments similar to that reported earlier
~Balachandar and Ramachandran@25#! were carried out to ensure
that a fully developed turbulent boundary layer did occur in the
test section at the lower values of Reu. The mean velocity in the
boundary layer flow approaching the flat plate is denoted asUs
and the freestream velocity outside the boundary layer is denoted
as Ue ~Fig. 1!. In the present study, the value ofUe was of the
order of 0.1 m/s. The longitudinal mean velocity in the wake at
any measurement location is denoted asu. Prior to conducting
concentration and velocity measurements in the wake, detailed
velocity measurements were made in the approaching boundary
layer to estimate the skin friction coefficient. A summary of im-
portant test parameters is given in Table 1.

Fig. 1 „a… Schematic of the test body and coordinate system;
„b… photographs of the flow field

Journal of Fluids Engineering JUNE 2000, Vol. 122 Õ 303

Downloaded 03 Jun 2010 to 171.66.16.148. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Results and Discussion

Visual Observations. Visual observations indicate that a dis-
tinct and continuous vortex street was formed in all the test con-
ditions considered in the present study. The vortex patterns are
quite well defined in the near wake region. However, for the 20
mm depth, the wake at times resembled the unsteady bubble type
flow reported by Chen and Jirka@17#. Figure 1~b! shows typical
photographs of the near wake region (x/d,10). On visually fol-
lowing the vortices in the wake region, one noticed that at the 20
mm depth of flow, the vortex structures started to loose their
organized appearance at about 10–15 plate widths from the bluff
body. In the case of the 40 mm depth of flow, the organization
weakened at a larger distance from the plate~.20 plate diam-
eters!. It would appear that the transverse instabilities tend to
grow weaker downstream.

Attempts were made to visually determine the dimensionless
frequency of vortex shedding~St!. The frequency of vortex shed-
ding (f ) for each test condition was determined by noting the time
for 50 vortices to pass through an axial location (x/d'5.0). The
values of St (5 f d/Ue) reported in Table 1 are average values
obtained from five such realizations. The value of St50.15 ob-
tained ath540 mm is in excellent agreement with those found at
similar test conditions by Tachie@21# and also by Tachie and
Balachandar@22# from spectra analysis of velocity data. The value
of St50.11 observed ath520 mm is low when compared to
conventional values for St for sharp-edged flat plates.

Longitudinal Mean Velocity. Figure 2 shows the variation
of the mean wake velocity defect at the two depths of flow at three
axial stations (2.5<x/d<10). At each axial station, measure-

ments were obtained across the wake aty50.25 h, 0.50 h, and
0.75 h from the channel bottom. In Fig. 2,Us refers to the mean
velocity in the approaching boundary layer at the corresponding
y/h. The wake half-width (dv) is used as the normalizing length
scale. Here,dv is defined as the location where the velocity defect
becomes equal to one half the maximum defect. The data at a
given x/d indicate a near collapse of the wake velocity defect
profiles irrespective of the measurement locationy/h and depth of
flow. The data acquired aty/h50.25 for theh540 mm test were
lost due to a computer error; however, as the data acquired for
various values ofy/h collapse onto a single curve, there was no
need to reacquire the data aty/h50.25.

At all axial locations considered in the present study, the veloc-
ity defect profiles show a single peak. In the recent smooth and
rough wall wake velocity measurements made in the same test
facility by Tachie and Balachandar@22#, well-defined double
peaks were observed forx/d<2.5. It should also be remarked,
that the range of velocity considered in the earlier study is about
3–4 times higher than the values considered herein. Furthermore,
the maximum velocity defect (Us2u)/Us , in Tachie and Bal-
achandar@22# is about 1.36 in comparison with the values of
0.8–0.9 obtained in the present study. One important difference
between the present profiles and that reported earlier in two-
dimensional wakes is the choice ofUs as the velocity scale in-
stead of the freestream velocityUe .

In Fig. 3, the variation of the wake velocity defect in the present
study is compared with some earlier deep wake data. For the deep
flows, as indicated in the figure,Us5Ue . To avoid clutter in the
data, only the results of the test ath540 mm is shown. To ac-
count for the shape of the test body and the relative differences in

Fig. 2 Variation of mean velocity defect at three axial stations „uncertainty in u:
Á0.75 percent, uncertainty in zÕdv : Á4 percent …

Table 1 Summary of test conditions

Test d
~mm!

h
~mm!

Ue
~m/s!

Re
(Ued/n)

Reu
(Ueu/n)

d/h
~%!

Cf

(3103)
St

A 40 40 0.10 3988 385 83 6.1 0.15
B 40 20 0.095 3962 188 82 7.5 0.11
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the axial station location, the normalized distance from the test
body is defined asx/Cdd and the lateral distance across the wake
is normalized byCddv . Here,Cd is drag coefficient of the test
body. At corresponding values ofx/Cdd, the present shallow
wake results show good agreement with previous deep wake data
and serves to validate the procedures used in the present study.
Furthermore, the data also indicate thatCddv , is the proper length
scale to compare the characteristics of bluff bodies of different
shapes.

Attempts were made to choose proper scaling variables to study
if the wake mean velocity distributions could be deemed to be
self-similar. Many different length and velocity scales were
adopted, but there was little success in trying to collapse the ve-
locity profiles at various axial stations and at various distances
from the wall ~Ramachandran@23#!. Figure 4 shows the mean
velocity distribution using the most useful set of velocity and
length normalizing states that could be identified. Here, the nor-
malized velocity is defined asU* 5(u2Umin)/(Umax2Umin),
where,Umax andUmin are the maximum and minimum velocities

at any axial location across the wake cross section. This scaling is
similar to that used in plane mixing layer studies~for e.g., see
White @26#!. The normalizing length scale adopted in Fig. 4 isz0.5

and is defined as the lateral location whereU* 50.5 as one moves
from the wake axis toward the outer edge of the wake. In Fig. 4,
the results forh520 and 40 mm aty50.75 h are shown. For
comparison, the data aty50.25 h for the 20 mm test is also
shown in Fig. 4. The data forh520 mm tests, especially aty/h
50.25, contribute to the scatter seen in the vicinity ofz* '0 and
z* .2. For the most part, the collapse of data at all axial locations
onto one curve is fair. This type of scaling suggests a sense of
self-similarity in mean velocity profiles. It should be recalled that
in deep wakes, using conventional defect scaling, self-similarity is
reported not to be attained until several diameters downstream of
the bluff body~'50 d!.

The Shear Layer Parameter. In a shallow wake, the forma-
tion and subsequent evolution of the vortex street depends on the
relative magnitude of the transverse shear and bed friction. The
transverse shear tends to destabilize the flow while the bed friction
has a stabilizing effect on the development of the wake. If the bed
friction effect becomes relatively strong, the lateral extent or
spread will be limited. Moreover, as noted from the visual obser-
vations, when one is located relatively farther from the wake gen-
erator, the wake tends to become stabilized. As has been pointed
out earlier, the wake stability parameterS5Cf d/h is not quite
appropriate to characterize the relative effects of transverse and
bed friction. In the present study, a transverse shear parameter~b!
is defined as:

b5S Umax2Umin

Us
D d

z0.5

Figure 5 shows the variation ofb with Cfx/d. The correspond-
ing values ofb for wakes generated on smooth and rough walls
~Tachie and Balachandar@22#! are also shown for comparison.
The results indicate a fair degree of collapse onto a single curve
for all the smooth wall data. TheCf values in the present experi-
ments are higher than the corresponding smooth wall values noted
in the previous study, and, in fact are comparable to the previous
rough wall data. It should also be noted that while both sets of
experiments~previous and present! were conducted in the same

Fig. 3 Mean velocity distribution across the wake „deep and shallow flows … „uncer-
tainty in u: Á0.75 percent, uncertainty in zÕCddv : Á 4 percent …

Fig. 4 Normalized mean velocity profiles at three axial loca-
tions „uncertainty in u: Á0.75 percent, uncertainty in z: Á4 per-
cent …
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test facility and with the same wake generator, the Reynolds num-
bers in the present study are lower than that considered in the
previous investigation. Figure 5 indicates that the transverse shear
parameterb decreases with increasing distance from the bluff
body and increasing bed friction. Ifb is high, a Karman type
vortex street is expected to be present in the near wake region
even if bed friction effects are high, while, in the far wake, the
vortex street is expected to be annihilated asb tends to a low
value. The slope ofb versusCfx/d curve is an indication of the
relative measure of the transverse shear to the skin friction coef-
ficient and hence, a measure of the stability of the wake. At lower
values ofCfx/d, the curve through the smooth data indicates a
larger gradient when compared to the rough wall wake data. This
indicates that wakes on rough walls have a greater tendency to
become stable and tend to lose the presence of an organized vor-
tex street earlier in the wake region. Farther from the plate, the
gradient is small indicating that bed-friction effects will become
more prevalent. The present smooth wall results indicate thatb
tends to an asymptotic value of about 0.2 beyond which the well-
organized structures begin to disappear. For a rough wall, with the
limited data available, one cannot conclude the existence of an
asymptotic value. However, the trend of the data does indicate
that there is a distinct possibility forb to approach the smooth
wall data. Overall, one can conclude that the stabilizing effect of
skin friction on the transverse shear is more complicated than
would appear at first sight, and a wake stability parameter defined
similar to that defined in earlier studies is not useful. The use of
Fig. 5 would be to some extent more appropriate to characterize
the effects of bed friction and transverse shear on the development
of shallow turbulent wakes.

Mean Concentration. Figure 6 shows the variation of the
normalized mean concentration (Chud/C0q0) at three axial sta-
tions in the near wake region forh520 mm. Here,C is the value
of the local mean concentration,C0 is the initial concentration of
dye,q0 is the dye injection rate, andu is the mean velocity at the
measurement location. The mean concentrationC at each data
point in these figures is an average value obtained from 100 im-
ages at a time interval of one-third of a second. The time period
considered herein corresponds to a total of 18 vortices~for h
520 mm! and 24 vortices~for h540 mm! being shed from the
wake generator. For similar test conditions~Balachandar et al.
@12#!, 50 images obtained in a time interval of one-third of a
second were shown to be adequate in providing statistical conver-
gence in the mean concentration data. In developing Fig. 6, it

should be remarked that a fit for the velocity data~Fig. 2! was
used as both the concentration and velocity data were not avail-
able at the same lateral location.

The present concentration profiles show characteristic double
peaks reminiscent of scalar data in the near and intermediate tur-
bulent wake ~see for example, Balachandar et al.@16,12#!. It
should be remarked that the concentration data was acquired on
both the sides of the wake axis and a lack of symmetry was
noticed. This may be attributed to the paths the vortices traverse
once they are shed. The value of the concentration within a vor-
tical structure is expected to be highest in the core. Thus, the
locations of the vortex centers~relative to the wake axis! would
influence the presence~or absence! of true symmetry. In earlier
studies, detailed investigation of the trajectories of shed vortices
from scalar measurements~Tachie @21#, Balachandar et al.@12#!
indicate that the location of the vortex centers are irregularly dis-
tributed and could lie very close to the wake centerline~and in
some cases, on the wake axis!. Cantwell and Coles@7# and Hay-
akawa and Hussain@10# also reported similar vortex core trajec-
tories.

With increasingx/d, it can be inferred from Fig. 6 that the peak
of the concentration profile decreases and the wake spreads out-
wards. Continuity considerations require that the area under each
of the curves in Fig. 6 be the same. Variations in the mass balance
~up to 20 percent! have been noted over the axial locations con-
sidered herein, partly due to the limitations in the concentration
measurement technique. It should be noted that the video imaging
technique used in the present study provides the depth-averaged
concentration in each of the 100 images used to computeC and
not the true instantaneous concentration. However, previous stud-
ies have noticed a lack of mass balance of up to 60 percent~Ta-
chie @21#! using the approaching stream velocity as the velocity
scale.

The Wake Half-Width. In order to study the effects of bed
friction and transverse shear on the turbulent entrainment process,
the spread of the wakes was determined at various axial locations
from both concentration and velocity measurements. Sufficient
evidence, both old~for example, LaRue and Libby@27,28#! and
new ~Balachandar et al.@16,12#, Tachie @21#!, suggests that the
half-width determined from scalar measurements (ds) is relatively
larger than corresponding values (dv) obtained from velocity
measurements. In the near wake, it has been found thatds /dv
51.5;2.5. Typical values reported in the far wake is in the range
ds /dv51.3– 1.6. Figure 7 shows the variation ofds anddv with
downstream distance. The half-widths are normalized byd/Cf
while the axial distance is normalized by the friction length

Fig. 5 Variation of b parameter with the normalized axial dis-
tance „uncertainty in b: Á4 percent, x Õd : Á3 percent …

Fig. 6 Normalized concentration distribution across the wake
„uncertainty in Chud ÕC0q 0 : Á8 percent, zÕd : Á3 percent …
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scaleh/Cf . The present scalar data shows a higher rate of in-
crease in the wake half-width when compared with the velocity
data. Typically, in the near wake region,ds /d f'2.0. This is con-
sistent with earlier evidence. Also shown in Fig. 7 is the variation
of z0.5 ~determined from theU* profile! with axial location. At
any axial location,z0.5 is about 24–30 percent higher thandv .
This increase is comparable to the values of 22 to 30 percent
reported by Tachie and Balachandar@22#.

In Fig. 8, the half-widths obtained from the present dataset are
compared with some previous scalar and velocity data. In order to
account for the shape of the wake generator used in each experi-
ment, the wake momentum thickness (5Cdd) is adopted as the
characteristic length scale for bothd and x. Agreement between
the two sets of data~i.e., present and previous! is generally good.

Uncertainty Estimates
The uncertainty estimates indicated in the figure captions are

obtained at odds of 20:1. To estimate the uncertainty inC/C0 ,
five known concentrations covering the expected range of mea-
surements were chosen. For each concentration, a set of thirty
repeated measurements was carried out and the maximum devia-

tion from the mean determined. The uncertainty estimates in the
velocity measurements varied slightly with distance from the wall.
For example, at a distance of 10 mm from the channel bottom,
thirty replicate tests were carried out in the approaching flow.
Using the standard deviation of these measurements and the
t-value for 29 degrees of freedom, the uncertainty in the mean
velocity was estimated to be60.75 percent.

Summary and Conclusions
Experiments were carried out to study the characteristics of low

Reynolds number, shallow turbulent wakes. The approaching flow
boundary layer thickness was comparable to the depth of flow and
bed friction effects were large. Both velocity and concentration
data were obtained at three axial stations across the wake. At a
given axial station, the approaching velocity of flow was found to
be the proper normalizing velocity scale to nondimensionalize the
velocity defect. The wake velocity defect data collapse fairly onto
a single curve and are independent of the measurement location
y/h and depth of flow. TheU* versusz* velocity profiles indicate
a sense of similarity in the near wake. The proposedb versus
Cfx/d relationship provides a representative wake stability param-
eter to characterize the relative effects of transverse shear and bed
friction. An asymptotic value ofb50.2 was noticed beyond which
the organized vortices begin to disappear. The wake half-width
data based on the concentration profiles show a higher spread
compared with the velocity data.
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A Panel-Fourier Method for
Free-Surface Flows
A panel-Fourier method for ship-wave flow problems is considered here. It is based on a
three-dimensional potential flow model with a linearized free surface condition, and it is
implemented by means of a low order panel method coupled to a Fourier-series. The
wave-resistance is computed by pressure integration over the static wet hull and the
wave-pattern is obtained by a post-processing procedure. The strategy avoids the use of
numerical viscosity, in contrast with the Dawson-like methods, widely used in naval-panel
codes, therefore a second centered scheme can be used for the discrete operator on the
free surface. Numerical results including the wave-pattern for a ferry along fifteen ship-
lengths are presented.@S0098-2202~00!01402-4#

1 Introduction
Panel methods are classical and widely accepted in the industry

for calculating potential flows, e.g., Morino and Kuo,@1#, Katz
and Plotkin@2#. In some problems a two-dimensional approach is
sufficient, for instance, flows past multicomponent airfoils, infinite
cascade and ground effects, e.g., Mokry@3#, Storti et al.@4# while
in others a three-dimensional approach is necessary. Earlier panel
methods were of nonlifting type, which have served as a basis for
their lifting successors. Since most subsequent panel develop-
ments carried out by aircraft-oriented investigators for whom the
lift and the wake are all-important, principal attention was focused
on the means of handling them~e.g., Morino@5#!. Marine prob-
lems, like the flow around propellers, can be also treated by the
same methods~e.g., Kinnas and Hsin@6#!. However, many of
them are truly nonlifting, such as the case of surface ships~e.g.,
Dawson@7#! and, then, in these problems, where the nonlifting
case has received a most extensive development and industrial
use. More recently, ship-wake and wave-pattern far downstream
are also of interest due to satellite remote sensing. In general, the
hydrodynamic problem retains many of the complexities associ-
ated with aircraft case such as the need to predict the flow around
multiple bodies, for instance, the fuselage/wing interaction can be
seen as equivalent to hull/keel interaction. Other approaches are
also possible as multigrid Euler schemes with artificial compress-
ibility ~e.g., Farmer et al.@8#!. In the surface ship case, when a
body moves near the free surface of a fluid, a pattern of trailing
gravity waves is formed. The energy spent in building this pattern
comes from the work done by the body against thewave resis-
tance. As a first approximation, the wave resistance can be com-
puted using a potential model, while for the viscous drag it can be
assumed that the position of the surface is held fixed at the refer-
ence hydrostatic position, i.e., a plane. This is, basically, the
Froude hypotheses. With this assumption the interaction produced
between the boundary layer~which tends to produce a larger
body! and the wave pattern is neglected. Even if a potential model
is assumed for the liquid, the problem is nonlinear due to the free
surface boundary condition.

This work focuses in the computation of the flow field and
wave resistance for a body in steady motion on deep water by
means of a potential model for the fluid and a linearized free

surface boundary condition. This is the basis for most ship design
codes in industry. The governing equations are the Laplace equa-
tion with slip boundary conditions on the hull and channel walls,
inlet/outlet conditions at the corresponding planes and the free
surface boundary conditions. At this stage, the mathematical
model results in a nonlinear one due to both kinematic and dy-
namic boundary conditions on the free surface~e.g., see Stoker,
@9#!. The first of them is related to the unknown position of the
free surface, while the second one is related to the nonlinear ex-
pression of the Bernoulli equation. A classical strategy in hydro-
dynamic theory is to make use of asymptotic expansion~e.g., see
van Dyke,@10#!. In this case, the flow equations are parameterized
with respect to an expansion parameter, for example, the Froude
number or some of the draft/length and beam/length relations.
Then, abasic flow is solved which is obtained by taking some
limit process on the parameterized equations, so a simpler flow
problem is obtained. Finally, aperturbedflow is solved, where the
perturbation is assumed small enough to remain valid the
asymptotic procedure, and usually it is sufficient to stop this pro-
cedure at this point. A number of linearizations assuming expan-
sion in the aforementioned parameters can be found in ship hy-
drodynamic, see e.g., Newman@11#. But the most useful are those
related to the slow ship~small Froude number!, where the~com-
posed! free surface boundary condition of the perturbed flow
amounts to a Neumann boundary condition with a source term
proportional to the streamlined second derivative of the basic po-
tential flow. However, without radiation boundary conditions the
hydrodynamic problem as stated so far is not well posed, since it
is invariant under longitudinal coordinate inversion (x→2x),
and, therefore, unable to capture the characteristic trailing waves
propagating downstream. To correct this deficiency, it can be ei-
ther add a dissipative numerical mechanism or impose some kind
of absorbingboundary condition. The addition of a third-order
derivative to the free surface boundary conditions results equiva-
lent to add a dissipative mechanism and captures the correct sense
of propagation for the wave pattern. This is equivalent to the use
of a noncentered discretization scheme for the second order op-
erator and falls among the well knownupwind techniques, e.g.,
see Baumann et al.@12# or Nigro et al.@13#. The amount of added
viscosity is related to the length of the mesh downstream of the
body. If the viscosity parameter is too low, the trailing waves
arriving at the downstream boundary, are reflected in the upstream
direction and pollute the solution. On the other hand, if it is too
high, the trailing waves are damped, and incorrect values of the
wave-resistance are obtained. Extending the mesh in the down-
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stream direction allows the use of a lower viscosity parameter,
since the waves are damped over a longer distance, but increases
the computational cost~core memory!. Numerical experience
shows that this third-order streamline viscosity term is too dissi-
pative and the meshes should be extended downstream too much.
Dawson proposed a method, where a fourth order derivative~in a
velocity formulation! is used instead, with a very particular finite
difference discretization. It is astonishing that standard discretiza-
tion of the same operator does not work and neither do higher
order operators~say to the seventh order!. As a result, most of
today’s industrial hydrodynamic codes are still using some kind of
variant of the Dawson scheme. However, this very particular vis-
cosity term is hard to extend to general boundary fitted meshes, let
alone unstructured computational methods like finite elements.
Due to this cause most codes are based on a highly structured
panel formulation. Another possibility is to use anabsorbing
boundary condition in the downstream boundary. If such a nu-
merical device were found, then there would be no need to add a
numerical viscosity term since the trailing waves are not reflected
upstream, and a standard second order centered scheme can be
used for the free-surface boundary term. Absorbing boundary con-
ditions have been throughly studied for other wave phenomena
like the Helmholtz equation, as the DtN~Givoli and Keller @14#!
or the DNL ~Bonet et al.@15#!. For the ship-wave resistance prob-
lem the absorbing boundary conditions are seldom used due to
inherent difficulties in its development. Recently, Storti et al.
@16–18# have proposed a method with a finite element approach,
while Broeze and Romate@19# developed an absorbing boundary
condition with a panel method in the context of a temporal evo-
lution of the free surface.

The general objective of this work is the development of a
numerical method for the ship-wave flow potential problem with
centered schemes in contrast to the Dawson-like methods. This is
done by a panel method coupled with a finite Fourier series and
discrete nonlocal absorbing boundary conditions. On the one
hand, periodic boundary conditions on the beam direction are as-
sumed and, then, the asymptotic wave-potential is represented by
a superposition of monochromatic-waves. On the other hand, it is
assumed that the mesh is structured both at the upstream and
downstream sides with a finite number of strips in the beam di-
rection. Then, additional boundary equations are introduced which
are based on the flow kinematics at the upstream and downstream
boundaries taking into account the right sense of the wave pattern,
so that a secondcenteredscheme can still be used for the discrete
free surface operator.

2 Formulation of Potential Flow
The flow around a ship moving at a constant speed in a channel

of uniform section is considered. It is supposed, for simplicity,
that the channel section is a rectangle of depthH and widthLy , as
shown in Fig. 1. The fluid occupies the regionV which is
bounded by: the channel walls and bottomGC , the inlet/outlet
boundariesG I /O , the wetted surface of the shipGS and the free
surfaceGF . The x-axis is parallel to the upstream nonperturbed

velocity u` and thez-axis positive upwards. The velocity fieldu is
given by u5¹F, whereF is the total potential, which satisfies
the Laplace equation in the flow domainV. It is split as F

5u`
Tx1f wherex5(x,y,z) is the position vector andf is the

perturbation potential. The position of the free surfaceGF is given
by the single valued functionz5z(x,y), wherez is the elevation
of the free surface with respect to the reference planez50 which
is the hydrostatic equilibrium plane.

2.1 Kinematic Boundary Condition. The kinematic
boundary condition is the slip condition]nF50 at the wetted
body surface, channel walls, bottom and free surface. Alterna-
tively, Dirichlet boundary conditions at the bottom can be consid-
ered, e.g., see Storti et al.@16#. The unit normal to the free surface
z5z(x,y) is expressed asn5(nx ,ny ,nz)5(2z ,x ,2z ,y ,1).

2.2 Dynamic Boundary Condition. An additional condi-
tion must be added to the Laplace equation and the kinematic
boundary conditions, since the positionz of the free surface is not
known beforehand. This is done by means of the Bernoulli
equation

p

r
1

1

2
u¹fu21gz5C in V; (1)

which relates the pressurep, the velocity¹F and the heightz.
The vapor pressure and the surface tension of the water are disre-
garded, therefore the mechanical equilibrium on the air/water in-
terface requires that the pressurep be equal on both sides of them,
and equal to the atmospheric pressurepatm which is also assumed
to be constant. Then, at infinity upstream,C5patm/r1u`

2 /2 and,
without loss of generality,patm50 is adopted.

2.3 Radiation Boundary Conditions. Roughly speaking,
the radiation boundary conditions should allow the energy to flow,
in the form of radiating waves propagate downstream and exit
cleanly atGO . In contrast, no waves are allowed to propagate
upstream toG I so that the boundary condition imposes that the
potential should approach the undisturbed one on this boundary.
Note that, the different treatment inG I and GO is the unique
element that determines the symmetry breakingx→2x, and en-
sures a physically correct wave pattern.

2.4 Governing Equations. The governing equations for the
solution $F, z% of this model are:

5
DF50 in V;

]nF50 at GS1GC ;

z5~u`
2 2u¹Fu2!/~2g! at GF ;

2z ,xF,x2z ,yF,y1F,z50 at GF ;

u¹Fu,` at G I ,O.

(2)

3 Slow Ship Expansion
Asymptotic expansions for this flow problem, usually, consider

some of the following parameters: the draft relationlH5H/L, the
beam relationlB5B/L or the Froude number Fr5U/AgL, which
conduce to the known linearizations of: theslendership when
lH,B!1, thethin ship whenlB!1, theslowship when Fr!1 and,
of course, some combinations of them. The only case considered
here is the slow ship on deep water, where its basic flow is ob-
tained by taking the limitg→` and, then, the free surfacez(x,y)
shrinks to the hydrostatic equilibrium planez50, as it immedi-
ately follows from inspection of the dynamic boundary condition.
That is, the wave-pattern behind the ship is missing, and is also
equivalent to adouble bodyflow obtained by mirroring the flow
regime with respect to the planez50. After solving the basic
flow, the gravity acceleration is restarted to its original value. If
the wave heights are small enough, then they would be seen as a
perturbation of the basic flow~e.g., see Reference@11#!, whose

Fig. 1 Geometrical description of the ship wave-resistance
problem
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mathematical treatment, at a first stage, leads to a linearization of
the governing equations following some kind of approach on the
free surface. Next, a linearized expansion of the dynamic and
kinematic boundary conditions over the free surface for the slow
ship is considered. Thek-solution of a perturbation procedure is
$fk ,zk%, potential and elevation, respectively. Herek50 corre-
sponds to thebasicflow problem andk51 is theperturbedflow.
In order to obtain the pair solution$f1 ,z1% an asymptotic expan-
sion is made,$f1 ,z1%5$f01c«,z01h«%, at first order in«,
with «5Fr and 0,«!1 for the slow ship, where$c,h% is the
~incremental! wave-pair solution composed by the wave-potential
c and the wave-heighth. Both potentialsf0,1 are harmonic,
Df0,150, in their respective domainsV0,1, and it will be also
assumed that the elevationsz0,1 are single valued and small
enough, so the resulting pair of incremental solutions$«c,«h%
5$f12f0 ,z12z0% are also small enough when«!1. The lin-
earized dynamic and kinematic boundary conditions can be ex-
pressed in terms of the wave-pair solution$c,h% and they are
derived in the Appendix.

4 Linearized Wave-Potential
The linearized perturbed system for the incremental wave-pair

solution $c,h% can be written as:

5
Dc50 in V; ~3a!

]nc50 at GS1GC ; ~3b!

gh52U0
T¹c2r 0 at z50; ~3c!

]nc5¹T~U0h! at z50; ~3d!

u¹cu,` at G I ,0 . ~3e!

where U05u`1¹f0 is the velocity field over the hydrostatic
planez50 andr 0 is the residue of the dynamic boundary condi-
tion of the basic flow. Replacing~3c! in ~3d!

]nc52
1

g
¹TU0U0

T¹c2
1

g
¹TU0r 0 . (4)

The residuer 0 is found writing the Bernoulli equation~with r
51! for the basic flow

1

2
U0

21gz05
1

2
u`

2 1r 0 ; (5)

whereF05u`
Tx1f0 is the total potential of the basic flow, but, in

this case, the free surface coincides with the hydrostatic plane
z05z50, and from thisr 05(U0

22u`
2 )/2, where U0

25u¹F0u2.
Then

]nc52
1

g
¹TU0U0

T¹c2
1

2g
¹TU0~U0

22u`
2 ! (6)

is a nonhomogeneous Neumann boundary condition~at z50! for
the wave-perturbation potentialc, and it can be seen as atranspi-
ration flow s8[]nc that is injected to simulate the displacement
of the free surface from the hydrostatic planez50. Therefore

H s85Dc1 f ;
D521/g¹TU0U0

T¹;
f 521/~2g!¹TU0~U0

22u`
2 !.

(7)

5 Panel Formulation
The panel solution is carried out in two steps. First, the basic

flow problem is solved and, then, the perturbed one. For both
steps the same panel mesh is employed, where the free surface
portion coincides with the hydrostatic equilibrium portion over the
planez50. The zero-order panel mesh is a polyhedric one with
flat faces,Gn5GpøGb , beingGp the mesh withnp panels over a
finite portion of the free surfaceGF and Gb the mesh withnb
panels over the wetted body surface. The total number of panels is

n5np1nb where, usually,np@nb . The panel numeration should
be correlative for an easy block-matrix treatment, starting with the
free surfaceGp . A low order panel formulation for both flow
cases is employed, with collocation at the centroids of the panels,
to set up a linear system of algebraic equations, where the system
matrix is square of dimensionN5n for the basic flow, andN
5n12ny for the perturbed one, withny!n.

5.1 Panel Method for the Basic Flow. The system of equa-
tions for the basic flow problem is written asAm05b0, whereA
is the~bipolar! matrix system, andm0 andb0 are the basic poten-
tial and source vectors, respectively, evaluated at the centroids of
the n-panels. The source vectorb05Cs0 is the product of the
monopolar influence matrixC and the flow vectors0 obtained by
means of theslip boundary condition on the solid walls,s0(xj )
52U0

T(xj )n(xj ), wheren(xj ) is the j-unit panel normal oriented
to the wetted side. The bipolar and monopolar matricesA andC
are given by the surface integrals

Ai j 5
1

4p E
G

dG j

r i j
T nj

r i j
3 and Ci j 5

1

4p E
G

dG j

1

ur i j u
, (8)

wherer i j 5uxi2xj u is the distance between the centroidxi and the
integration pointxj over the j-panel surface, andx5(x,y,z).
These discrete integrals are evaluated in closed form following a
rotational strategy, e.g., see Medina and Liggett@20#, D’Elı́a @21#,
or D’Elia et al. @22–24#. The matrix system is split in a plane-
body block fashion

FApp Apb

Abp Abb
G Fmp

0

mb
0G5FCpp Cpb

Cbp Cbb
G Fsp

0

sb
0G . (9)

5.2 Panel Method for the Perturbed Flow. For the per-
turbed flow problem all the surfaces remain fixed and the same
panel mesh is employed. A lineal system similar to the previous
one is written. The Neumann boundary condition is split in two
components: a null part over the bodysb50 and

sp5Dppmp1f; (10)

over the free surface, whereDpp5diag(Di), with Di5D(xi), is
the free-surface matrix andf i5 f (xi) is the forcing vector. Replac-
ing sp andsb and rearranging

F ~App2CppDpp! Apb

~Abp2CbpDpp! Abb
G Fmp

mb
G5FCppf

Cbpf
G ; (11)

and it remains to introduce the radiation boundary conditions up-
stream and downstream since, otherwise, the hydrodynamic prob-
lem is not well posed.

5.3 Free Surface Matrix. A discrete version for the scalar
operator¹TU0U0

T¹ can be obtained with several approaches, for
example finite/differences or mesh-less methods. But in any case
it will have a compact stencil and the free surface matrix will be
quite sparse. Then, the computational cost of evaluating the ma-
trix right productCD with the~dense! monopolar influence matrix
C, will not be expensive if the operations are conveniently rear-
ranged. The artificial viscosity schemes, such as upwind or
Dawson-like methods, are usually introduced in the free surface
matrix Dpp , while for the proposed method a second ordercen-
tered scheme can still be used for the discrete operator. For in-
stance ifU05(U,0,0)'cnst over a structured mesh (xi ,yj ) on the
free surface, withnx3ny nodes and mesh stepshx ,hy , then, it
can be estimated that (Dppm)p,q'2U2/g]xxmup,q , where p5 i
11/2, q5 j 11/2, since the potentials are evaluated at the panel
centroids, and

]xxmup,q'hx
22~mp21,q22mp,q1mp11,q!. (12)
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6 Panel-Fourier Method

6.1 Finite Fourier Series. First, a two-dimensional flow is
considered, from left to right with non-perturbed velocityU,
around a ship-like body of characteristic lengthL situated at the
origin, totally or partially submerged in the flow. The governing
equations for the wave-potentialm̂(x,z) ~see e.g., Stoker@9#! and

H ¹2m̂ on 2`,z<0;

m̂ ,z1~U2/g!m̂ ,xx50 at z50;

m̂ and ]zm̂ bounded for ally,z.

(13)

Its asymptotic solution downstream and far enough from the body,
are written as a linear combination of sines and cosines in the
propagating directionx affected with a decreasing exponential in
the draft directionz

m̂~x,z!5AeKz sin~Kx!1BeKz cos~Kx! (14)

for x.xw andz<0, wherexw is an abscissa far enough from the
body, i.e., 0,L,xw,`, A,B are two arbitrary amplitude con-
stants which are determined from the boundary conditions, and
K5g/U2 is the wave number related to the wavelengthl
52pK2152p(U2/g). For the three-dimensional case an equiva-
lent asymptotic solution is developed. This is done by imposing
periodic boundary conditions in the beam direction, and is equiva-
lent to an infinite cascade of ship-like bodies with transversal
disposition to the mean stream. Then, a finite Fourier series is
introduced in the strip2Ly/2<y<Ly/2 on a structured panel
mesh withny transversal strips, which allow the asymptotic wave-
potential to bem̃(x,y,z) and itsx-derivatives̃(x,y,z)5]xm̃ as

m̃5 (
q50

m21

eq@Aq sin~kxqx!1Bq cos~kxqx!#cos~kyqy!

1(
q51

m

eq@Cq sin~kxqx!1Dq cos~kxqx!#sin~kyqy!; (15)

s̃5 (
q50

m21

f q@Aq cos~kxqx!2Bq sin~kxqx!#cos~kyqy!

1(
q51

m

f q@Cq cos~kxqx!2Dq sin~kxqx!#sin~kyqy! (16)

where m5ny/2>1 is assumed,eq5ekzqz, f q5kxqe
kzqz, and

Aq ,Bq ,Cq ,Dq are the amplitude constants of the Fourier modes,
kxq ,kyq are the Cartesian plane wave-numbers on the hydrostatic
equilibrium plane andkzq is the draft attenuation of each mode. It
can be shown that this finite Fourier series evaluated at the cen-
troid ordinatesyi satisfies the orthogonal conditions. Now, a rela-
tion betweenkxq , kyq andkzq is needed.

6.2 Dispersion Relation. With the geometrical assumptions
made above, the asymptotic wave-perturbation potentialm̃(x,y,z)
has been represented as the linear superposition of traveling
plane-wavesmq(x,y,z) on the planesz5cnst, with exponential
attenuation in the draft directionz<0, that is,

m̃5(
q50

ny/2

Eqm̃q with m̃q5eikxqx1 ikyqy1kzqz (17)

with Eq being complex constants. By superposition each traveling
wave must satisfy the Laplace equation in the domainV and the
linearized free boundary condition atz50

H ]xxm̃q1]yym̃q1]zzm̃q50 on V;

]xxm̃q1K]zm̂q50 at z50.
(18)

From Eq.~18!, the following discrete relations are found

H kyq52pq/Ly

kxq5AK2/211/2AK414K2kyq
2

kzq5kxq
2 /K

(19)

for q50,2, . . . ,ny/2. They can be seen as a sort ofdispersion
relation ~since thex-coordinate can be regarded as time-like! be-
tween the Cartesian wave-numberskxq ,kyq and the draft atenua-
tion kzq for eachny-Fourier mode.

6.3 Absorbing Boundary Conditions. A finite portion of
the basic free surface~planez50! is discretized by a structured
mesh innp5nx3ny panels, wherenx ,ny are the panel numbers in
the length and beam direction, respectively, with a panel numera-
tion l 5( i 21)ny1 j , for 1< i<nx and 1< j <ny . Next, a vertical
wall is introduced atx5xw far enough downstream from the
body, with 0,L,xw,`, also discretized with a structured panel
mesh innw5ny3nz panels, wherenz is the number of panels in
the draft direction. On the other hand, the meshon the body sur-
face hasnb panels and can benonstructured. The total number of
panels isn5np1nb1nw and the matrix system for the perturbed
flow problem is

F Âpp Apb Apw

Âbp Abb Abw

Awp Awb Aww

G F mp

mb

mw

G5F Cpp Cpw

Cbp Cbw

Cwp Cww

G F f
sw

G (20)

where

H Âpp5App2CppDpp ;

Âbp5Abp2CbpDpp ;
(21)

and Eq.~10! was introduced. Neithermw nor sw are known and,
then, the system is under-specified. Next, a relation between them
will be found through the absorbing boundary conditions. First,
the ny-Fourier modes on the vertical wall are introduced

sj5s̃j and mj5m̃j (22)

for j 2np2nb51,2, . . . ,nw . As they already satisfy the govern-
ing equations, the last row of Eq.~20! is relaxed. The remaining
set of equations in full length form are

(
j 51

j 1

âi j m j1 (
j 5 j 111

j 2

ai j m j1 (
j 5 j 211

n

ai j m j5bj ; (23)

for i 51,2, . . . ,(np1nb), where j 15np , j 25np1np and

bj5(
j 51

j 2

ci j f j1 (
j 5 j 211

n

ci j s j . (24)

Replacing from Eqs.~15!, ~16!, and~20!

(
j 51

j 1

âi j m j1 (
j 5 j 111

j 2

ai j m j1 (
j 5 j 211

n

Tj5(
j 51

j 1

ci j f j ; (25)

with

Tj5(
q51

ny/2

~a i jqAq1b i jqBq1g i jqCq1d i jqDq!. (26)

There are (np1nb12ny) unknowns, but there are only (np
1nb) collocation equations, then 2ny additional equations must
be added for the Fourier amplitudes. Second, 2ny kinematic
boundary conditions are introduced upstream and downstream. At
upstream, anull x-slope on each panel strip is imposed

2m i1mny1 i50 for i 51,2, . . . ,ny (27)

while at downstream, compatability is imposed between the wave-
potential and its asymptotic expansion on each panel strip, at the
intersection between the free surface and the vertical wall
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2
1

2
m i 2ny

1
3

2
m i2 (

j 5 j 211

n

Tj* 50; (28)

with

Tj* 5(
q51

ny/2

~aqi* Aq1bqi* Bq1gqi* Cq1dqi* Dq!; (29)

for i 2np1ny51,2, . . . ,ny , where the coefficientsaqi* , bqi* , gqi*
and dqi* are extrapolations ofa i jq , b i jq , g i jq and d i jq to
(xw ,yi ,0), and an extrapolation scheme on the two last panel
layers is used, since the potentials are evaluated at the panel cen-
troids. In this way, the algebraic problem is closed, since there are
N5n12ny equations and unknowns. There aren activepanels, as
rows and unknowns of the matrix equation and 2ny nonlocal ab-
sorbing equations, where usuallyny!n.

7 Asymmetry of Dawson Methods
In order to understand how symmetry is broken in the Dawson-

like methods, some properties of the related finite-difference op-
erators should be taken in account. A very comprehensive analysis
is shown by Letcher@25#. In these methods the free surface flow is
considered to be a small perturbation of the double-body flow,
which satisfies a zero normal velocity boundary condition on the
hydrostatic equilibrium planez50. A linear free-surface bound-
ary condition is derived and applied atz50. The flow is then
modeled with Rankine source panels placed over both the hydro-
static wetted body surface and a limited portion of the planez
50. On each body panel, the usual Neumann boundary condition
is applied and over each free surface panel, a Dawson-like bound-
ary condition supplies one linear equation in the source densities.
A key element is the use of upstream finite difference operators to
approximate derivatives occurring in the free-surface boundary
condition. By means of two-dimensional tests with a variety of
difference operators, Dawson found that:~i! centered operators
produce solutions exhibiting waves both upstream and down-
stream;~ii ! operators using upstream points succeeded in sup-
pressing upstream waves;~iii ! the damping of the downstream
wave depend strongly on the choice of the difference operator and
on the Froude number; and~iv! a very particular upstream four-
point operator~in a velocity formulation! gives near zero damping
over a range of moderate speeds. The Dawson boundary condition
for the perturbed flow discards all quadratic terms and can be
written as

2UU ,xũ1U2ũ,x1gw̃522U2U ,x on z50 (30)

whereU is the x-component of the double-body velocity,ũ5u
2U, w̃5w2W are the perturbations on the velocity, with~u,w!
as the components of the total~perturbed! velocity. As is noticed
by Letcher, the Dawson scheme is anirrational approximation in
the van Dykesense, since it is not exact in any known limit and
does not possess any small parameter allowing terms to be asymp-
totically ordered, so there is little rational basis to decide which
terms to include and which to discard, aside from empirical dem-
onstrations. In case that the double-body velocityU on z50 is
constant, e.g. if there is no body or the body is far away, then~30!
reduces to the fully linearized free-surface boundary condition

ũ,x1Kw̃50 on z50 (31)

with K5g/U`
2 , and this is invariant under the longitudinal coor-

dinate inversion symmetryx→2x. In order to break it, the stan-
dard Rayleigh procedure is to introduce anartificial viscosityn as

ũx1Kw̃1nũ50 on z50. (32)

This artificial viscosity is a small constant~with dimensions of the
reciprocal of a length!, which eventually approaches zero, and has
the effect of moving a pole slightly off the integration path during
evaluation of integrals that arise with an equivalent analysis by

means of the Green functions and complex variable theory. This
artifice is widely regarded as a reliable way to satisfy the radiation
boundary conditions. The difference operator for numerical differ-
entiation may be derived from the Taylor series. For data uni-
formly spaced, the Taylor series aboutx gives

f ~x1nh!5(
k50

`
1

k!
~nh!kf ~k!~x!; (33)

a difference operator for the first derivative has the form of the
weighed sum of several ordinates

d f

dx
'h21 (

n52`

1`

pnf ~x1nh!; (34)

substituting~33! and reversing the order of the summations

d f

dx
'(

k50

1`

ekh
k21f ~k!~x!; (35)

where

ek5
1

k! (n
pnnk (36)

is the coefficient of thekth derivative in~35!. For a first-derivative
operator it is suitable to makee050 ande151, by suitable choice
of thewn ~e.g., see@25# for more details!. Thus, the effect of using
one of the difference formulas in place of the exact derivative in
~32!, is to introduce an infinite series of new terms involving
various higher derivatives ofu

ũ,x1(
k52

1`

ekh
k21~]x!

kũ1Kw̃1nũ50. (37)

If the solution far downstream is assumed in the form

H ũ;eK̃z sin~K̃x!;

w̃;eK̃z cos~K̃x!;
(38)

then ~37! conduces to

H K5K̃~12e3b21e5b42e7b61..!; ~39a!

n5K̃~e2b12e4b31e6b52..! ~39b!

whereb5K̃h. The parameterKh is 2p over the number of sur-
face panels per wavelength, so~39a! shows that if theek are small
andKh is not too large, then, the perturbed wavenumberK̃ would
be equal toK within O(K2h2). The strong effect of the odd terms
in the error is thus a small modification of the wavelength. On the
other hand,~39b! shows that the even terms act exactly like a
~speed-dependent! artificial viscosity n needed to exactly offset
the damping effects of the error terms. As Letcher remarks, the
Dawson-like methods usually break down at higher Froude num-
ber ~lower Kh! because the strong decline in the magnitude ofnh
allows upstream waves, but the breakdown has nothing to do with
the question of whether these methods are low-speed theories ow-
ing to its basis in a double-body linearization. It is the upstream
differencing that fails, not the double-body linearization.

8 Asymmetry of the Wave Expansion
The same procedure can be used for the asymptotic wave ex-

pansion. For simplicity, a velocity formulation is used and the
linearized free surface boundary condition~32! is rewritten as

uq,x1Kwq1nuq50 on z50. (40)

whereuq5m̃ ,x andwq5m̃ ,z are the perturbed~modal! velocities.
At far downstream, the wave expansion~38! is assumed and~39!
is again obtained. The centered three-point difference operator
using the points atn521,0,11 has the weights (p0 ,p1 ,p2)5
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(21/2,0,1/2), its odd termse2k11 are all nulls, but not its even
terms e2k . Then, from ~39!, both perturbed and unperturbed
wavenumber are equals,K̃5K, while the~speed-dependent! arti-
ficial viscosityn remains. In other words, the proposed wave ex-
pansion ~indirectly! satisfy the absorbing boundary conditions
and, with a centered difference free-surface operator, no error is
introduced in the wavenumberK.

9 Numerical Examples

9.1 Wigley Hull. The hull shape for the model 1805 A, e.g.,
see Dawson@7#, is given byh656(12j2)(120.6j2)(12z2),
with j52x/L, h52y/B andz5z/H, whereH,B,L are the length,
beam and draft of the model, respectively. The prismatic coeffi-
cient is defined asCp5V/(LS) and the wave-resistance coeffi-
cient employed is the Circular Froude CoefficientCw5Fx /F0 ,
with F05(p/250)rU`

2 V2/3, whereV is the volume andS the area
of the midship section. For this modelV5(88/225)LBH, S
5(2/3)BH andCp544/75'0.587, respectively. The panel mesh

employed, see Fig. 2, covers the free surface of the basic flow
with 60320 quadrilaterals, the wetted hull with about 1800 tri-
angles and a vertical wall with 20340 quadrilaterals, there are 20
panel strips, 40-Fourier modes and 3000 total unknowns. Fig. 3
shows the wave resistance coefficient plot obtained with the pro-
posed method, compared with Shearer results~from Wehausen
@26#!, where: ~i! the computed curve tends to be less in mean
value than the experimental curves;~ii ! the humps and the hollows
in the computed curve are especially marked in comparison with
the experimental one and~iii ! the humps and the hollows occur

Fig. 2 A structured panel mesh over the free surface, around a
Wigley model „xy-view …

Fig. 3 Wave resistance coefficient for the Wigley model
2891:C1 : residuary for model free to trim, C2 : residuary for
model fixed, C3 : calculated Michell resistance „from Wehausen
†26‡, Fig. 20, p. 182 …; C4 : Panel-Fourier computation.

Fig. 4 Wave profiles at 40 knots ferry speed „magnification
factor Ä10…, top: from sensor measurements each 25 m on
planes parallel to the gallery one, bottom: from a Panel-Fourier
computation.

Table 1 Scatter table of the significant wave height Hz as a
function of the zero crossing period Tz , at 10 knots, for 10
selected measured waves at each distance. Threshold level t
Ä0.05.
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rather earlier in the computed curve than in the experimental data.
Note that the whole set of secondary maxima is clearly captured,
extending to Froude numbers as low as 0.2. On the other extreme,
Froude numbers as high as 0.8 are computed without problems,
while standard methods like those derived from Dawson suffer
from some reflections specially at high Froude numbers.

9.2 Transport Ferry. Tests of the wave-height profile, at
40 equivalent knots, have been performed for a model of transport
ferry, in scale~1:25! made of glass fiber and ballasted in order to
reproduce the displacement, mean draft and trim corresponding to
the real ship. The main model dimensions are: displacement with
appendices51.11 kN, length between perpendiculars54.4 m,
beam of trace50.588 m, and draft mean50.095 m. The vessel
channel is 15033035 m and possesses a planar motion carriage

for the dragging and controlling of the model. The water depth in
the tests was 5 m equivalent to 125 m at real scale, therefore it can
be considered to correspond to deep water. The model was
dragged from its center of mass following rectilinear trajectories
in such a way that it allows vertical and dynamic trim motions.
The measurements were done by means of three resistive sensors
to elevation of the free surface, located at fixed points of the
central zone of the channel, as to avoid reflections on the walls,
and over a same transversal line to the channel, separated at a
distance of 2 m between them, equivalent to 50 m at full scale.
Four passages at 2, 3, 8, and 9 m between the gallery plane and
the nearest sensor were done. In this form the wake was measured
between 50 and 325 m with intervals of 25 m at real scale, in
planes parallel to the gallery plane of the ship. The wake-profiles

Fig. 5 Structured panel mesh on the free surface, around a
ferry „xy-view …

Fig. 6 Perspective view of the wave-pattern for a ferry at 40 knots along 15 ship-lengths, computed with the
Fourier series

Table 2 Scatter table of the significant wave height Hz as a
function of the zero crossing period Tz , at 40 knots, for 10
selected measured waves at each distance. Threshold level t
Ä0.20.
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measured are shown at the top of Fig. 4. Ten measures were
selected from the greater zero-crossing waves at each distance,
where the measured waves that were smaller than a threshold
were discarded in order to reduce interference effects, surface ir-
regularities and noise. The threshold level was varied for each
velocity due to the different magnitude of the wake height. The
plots of the significant wave height as a function of the zero cross-
ing period~scatter diagrams! are shown in Tables 1 and 2. In the
calibration of the wave-resistive sensors, the display constant was
of 0.731 mm/point and the sensor constant resulting was215
V/m. Each sensor generates a proper wave which is a function of
the velocity and kind of the measured wave, but in any case was
greater than 2 mm. In these tests, the proper wave was measured
in vacuum~,0.5 mm! and, then, was subtracted to the measured
senial. The panel mesh, see Fig. 5, covers: the free surface of the
basic flow with 90336 quadrilaterals, the wetted hull with 438
triangles and a vertical wall with 36318 quadrilaterals, resulting
3678 active panels,ny536 panel strips, 72 Fourier modes and
3750 total unknowns. Once a numerical solution over the compu-
tational free surface is obtained, the wave-pattern behind the ver-
tical wall may be computed by means of a post-processing com-
putation with the finite Fourier representation of the asymptotic
wave-potential coupled to the dispersive relation. The initial data
is the wave-potential and itsx derivative at the panel strip behind
the ship. At the bottom of Fig. 4 the numerical wave-height pro-
files of the wake are shown, which are found with the post-
processing procedure at the same planes as the measured ones,
with a reasonable comparison between measured and computed
wave-heights profiles, except, of course, near to the transom-stern
due to vorticity effects. It is also noted that it can go back as far as
15 lengths in the downstream direction and 3 lengths in the beam
one, with a negligible computational effort as compared with a
direct strategy of trying to cover this surface with panels. Finally,
in Fig. 6 a perspective view of the computed wake is shown.

10 Conclusions
The ship-like flow problem has been considered by means of a

three-dimensional potential model and a linearized free-surface
boundary condition. This problem has been numerically solved by
a panel method coupled with a finite Fourier series. In contrast
with the Dawson-like methods, a second centered difference
scheme has been used for the free-surface discrete operator. Cen-
tered schemes reduce the numerical viscosity in the discretization
in such a way that, no error is introduced in the wavenumber
while the ~speed-dependent! artificial viscosity remains. The
wave-resistance has been computed by a pressure integration over
the static wetted hull, and the wave-heights in the downstream
free surface behind the artificial boundary, have been obtained as
a post-processing procedure, therefore, it can go fairly far behind
the ship with a lower computational cost than a direct strategy of
covering the free surface with panels. This procedure enables to
consider significantly smaller meshes for the free surface, and the
computation can be done over a broad interval of the Froude
number. The overall approach is limited by the restrictions of the
potential flow model and the use of a structured free surface mesh.
Future modeling efforts would be focused on this area as well as
on coupling the hydrodynamic model with a boundary layer
solver for a viscous/inviscid interaction.
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Appendix: Linearized Boundary Conditions
A linearized dynamic boundary condition is developed first. At

the 0,1-stages~basic and perturbed flows!, the potentials are
F0,15u`

Tx1f0,1. Their gradient modules are

U0,1
2 5u`

2 12u`
Tu0,11u0,1

2 ; (41)

whereU0,15¹F0,1 andu0,15¹f0,1. Then

DU252u`
TDu1Du2; (42)

whereDU25U1
22U0

2, Du5u12u2 and Du25u1
22u0

2. Expand-
ing f1 andh1 at first order in«

H «c5f12f0 ;
«h5z12z0.

~43a!

~43b!

Thenu15u01«¹c and

Du252«u0
T¹c1«2u¹cu2. (44)

Introducing~44! in ~42!

DU252«U0
T¹c1O~«2!. (45)

The Bernoulli equations at the 0,1-stages are

1

2
U0,11gz0,15

1

2
u`

2 1r 0,1 at G0,1; (46)

where r 0,1 are the 0,1-residuals since in an asymptotic iterative
process it is assumed that the dynamic condition is not fully veri-
fied. The difference is

1

2
DU21gDz5Dr at G0,1 (47)

whereDz5z12z0 andDr 5r 12r 0 . Introducing~43b! and ~45!

«~U0
T¹c1gh!1O~«2!5Dr (48)

since U0 is evaluated atG0 and ¹f0,1 are evaluated atG0,1, it
should be known the location of the two boundariesG0,1, but a
simplified procedure can be introduced by means of a transfer
calculus ~e.g., Reference@10#!. For if we only consider known
boundaries, all flow variables are transferred toG0 , thenf1(x8)
'f1(x) and c1(x8)'c1(x) plus termsO(«), i.e., a simple
boundary displacement. All terms in Eq.~48! are evaluated atG0

and Eq.~3.3! is obtained.
Next, a linearized kinematic boundary condition is obtained.

The basic free surfaceG0 is the planez50, whereas the perturbed
one G1 can be written asz5«h(x,y), and will be near it for«
small enough. Over the planez50 the unit normal n(x)
5(0,0,1) is constant, and over the perturbed onen(x8)
5(2«h ,x ,2«h ,y,1), at first order on«. Its change can be written
as

dn~x!5n~x8!2n~x!5~2«h ,x ,2«h ,y,0! (49)

wherex8PG1 andxPG0. The transfer of the gradient is consid-
ered by

¹f1~x8!5¹f1~x!1¹¹Tf1~x!n~x!h«. (50)

Introducing~43! and since¹¹Tf0,1 are assumed symmetric, re-
sulting

¹Tf1~x8!5¹Tf0~x!1¹Tc~x!«1nT~x!¹¹Tf0~x!h«1O~«2!.
(51)

The perturbed kinematic boundary condition and unit normal are

H ¹Tf1~x8!n~x8!50 ~52a!

n~x8!5n~x!1dn~x!. ~52b!

Introducing~51! and ~52b! into ~52a!
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¹Tf1n5¹Tf0n1¹Tcn«1¹Tf0dn1nT~¹¹Tf0!nh«1O~«2!.
(53)

where the left and right side are evaluated atx8 and x, respec-
tively. The boundary velocity in the basic flow is contained by the
planez50 and then¹Tf0n50. Now

¹Tf0dn52«h ,xf0,x2«h ,yf0,y1O~«2!. (54)

For the last term, it can be writtennT(¹¹Tf0n)5nTt, where

t i5
]2f0

]xi]xj
nj5

]

]xi
S ]f0

]xj
nj D (55)

for i , j 51,2,3, employing Einstein summation convention over re-
peated indices and it has been taken into account thatn(x)
5(0,0,1) is a constant vector. This is reduced to

]

]xi
S ]f0

]xj
nj D5F ]

]x

]f0

]z
,

]

]y

]f0

]z
,

]

]z

]f0

]z G . (56)

Thez-component of the velocity fieldu0z5]zf0 over all the plane
z50 is null, then]x(u0z)5]y(u0z)50 at z50 and

]

]xi
S ]f0

]xj
nj D5F0,0,

]2f0

]z2 G at z50 (57)

collecting these partial results

eS ]c

]n
1h

]2f0

]z2 2
]h

]x

]f0

]x
2

]h

]y

]f0

]y D1O~e2!50 (58)

sincef0 is harmonical inV0, thenf0,zz52f0,xx2f0,yy and, at
first order,

2
]c

]n
1

]

]x S h
]f0

]x D1
]

]y S h
]f0

]y D50 at z50. (59)
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Toward Improved Rotor-Only Axial
Fans—Part I: A Numerically
Efficient Aerodynamic Model
for Arbitrary Vortex Flow
A numerically efficient mathematical model for the aerodynamics of rotor-only axial fans
has been developed. The model is based on a blade-element principle whereby the rotor
is divided into a number of annular streamtubes. For each of these streamtubes relations
for velocity, pressure, and radial position are derived from the incompressible conserva-
tion laws for mass, tangential momentum, and energy. The resulting system of equations
is nonlinear and, due to mass conservation and pressure equilibrium far downstream of
the rotor, strongly coupled. The equations are solved using the Newton-Raphson method,
and solutions converged to machine accuracy are found at small computing costs. Cal-
culations are found to agree well with published measurements.
@S0098-2202~00!01502-9#

1 Introduction
Ducted axial fans have for many years been employed to drive

the flow in ventilation systems. They range from simple propeller-
type fans to constructions with two or more stages comprising
impellers and stationary vane rows.

Today, a large variety of different techniques for designing and
analysing axial turbomachines exists. These range from simple
empirical relations to full three-dimensional Euler/Navier-Stokes
algorithms using finite-difference or finite-element methods to
discretize the equations. Comprehensive surveys of the various
methods can be found in the text books of Cumpsty@1#, Laksh-
minarayana@2#, or in Üçer et al. @3#. For baseline designs, the
streamline curvature~SC! technique~Novak @4#! is probably the
most popular industrial method. Compared to full three-
dimensional methods this technique is quick and inexpensive to
run on a computer. The SC technique consists of solving the radial
equilibrium equation along with the continuity equation in a me-
ridional plane using streamline coordinates. This is done in an
iterative manner in which the position of the streamlines is up-
dated after each meridional computation. The azimuthal velocity
distribution is obtained either from the blade geometry using cor-
relations or from blade-to-blade calculations.

In the present study, the aerodynamic model will be combined
with an optimization algorithm, involving a large number of cal-
culations of possible configurations. Thus, efficiency of the aero-
dynamic model is of primary importance. Although the SC
method is efficient compared to a finite-difference code, we still
consider it to be too slow for optimization purposes and instead,
we have developed a model based on the blade-element principle
in which the governing equations only need to be solved at one
axial station, with blade forces determined from tabulated
cascade-airfoil characteristics. In contrast to this, even the sim-
plest SC method demands the solution of around 20 axial stations
within an iterative loop of 5–10 cycles, making the developed
approach at least 100–200 times faster.

The blade-element principle has previously been used success-
fully for the design of low pressure axial fans. For free vortex type
fans, where no radial flow exists, an efficient design method is

presented in the textbook by Wallis@5#. However, as a design
method, analysis of a given fan configuration, using the free vor-
tex method, can only be expected to succeed if the fan actually
fulfills the free vortex requirements. For the arbitrary vortex type
fan, where axial velocity and pressure are allowed to vary with
spanwise distance from the rotational axis, Wallis also describes
an analysis method for approximately linear radial distributions of
axial and tangential velocity components. Recently, Downie et al.
@6# described a mathematical model for calculating the arbitrary
vortex flow of a rotor-only fan without restrictions on the velocity
distributions.

In the present work, a simple and computationally efficient, yet
reliable, analysis model for low-pressure axial fans of the arbitrary
vortex type has been developed. The basic formulation of the
model is similar to the one of Downie et al.@6#, but the method
proposed ensures global continuity to be satisfied at inlet, rotor as
well as outlet planes. Furthermore, circulation is preserved down-
stream of the rotor. The model is suitable for numerical design
optimization and computational efficiency was considered of pri-
mary importance. The governing equations are solved using the
Newton-Raphson method, ensuring quadratic convergence at low
computing costs. In the present paper, the governing equations
and a description of the numerical solution procedure are pre-
sented. Comparing calculations with measurements from Kahane
@7#, overall fan efficiency and pressure rise are well predicted as
are local properties, velocity, and pressure. The implementation of
the Newton-Raphson method is found to be extremely efficient,
enabling performance curve calculations, converged to machine
accuracy, in a fraction of a second on a pentium personal
computer.

2 Method
Considering axisymmetric flow, the annulus between the hub

and the tip of the rotor is divided into a number of streamtubes in
which flow can enter and leave through the end surfaces only.
Each streamtube is defined as a control volume in which the con-
tinuity equation, the tangential momentum equation and a relation
for axial forces, based on energy conservation along a streamline,
is derived. Far downstream of the rotor, fully developed parallel
flow exists and the spanwise pressure gradient is in balance with
tangential velocity across the streamtubes. Downstream of the ro-
tor, no tangential forces exist and the circulation is preserved. For
each streamtube, the forces acting on the rotor are determined
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OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
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iteratively from measured airfoil data. Besides the equations for
each streamtube, integral conditions ensure global continuity at
the rotor and outlet planes.

The model is expressed in cylindrical coordinates,~x,u,r!, with
the velocity field denoted as (Vx ,Vu ,Vr). In Fig. 1, the coordinate
system and the indices, used in the following analysis, are defined.
The local axial and tangential velocity components are located at
the center of the control volume, whereas the pressure is situated
at the radial positions. Directions of the velocity components are
shown in Figs. 1 and 2. In the following,r̄ and p̄ denote radius
and pressure in the center of the control volume, respectively.

In the following, all variables are to be taken at thei th control
volume unless otherwise explicitly stated. Thei-index is omitted
for clarity.

2.1 Kinematic Relations. Inspired by the actuator disk ap-
proach, discussed by Horlock@8#, the following kinematic rela-
tions may be assumed.

Axial Velocity. In each control volume the axial velocity var-
ies continuously from far upstream to far downstream of the rotor
disk. In the actuator disk theory it is assumed that the axial veloc-
ity at the rotor disk is the mean of the values far downstream and
far upstream. Thus, introducing the axially induced velocity,w
5w(r ), at the rotor disk, it follows that the velocity isVxd

5Vx1

1w at the rotor disk andVx2
5Vx1

12w far downstream, respec-
tively. This approach is normally taken for nonducted propellers,
but for ducted propellers it does not automatically satisfy global
continuity. In the present case, the fan analysis model may be
combined with similar modules for stators or pipe bends, and it is
of utmost importance that the flow rate leaving the fan unit cor-
responds to the incoming flow rate. We ensure this by adding a
constant level,w0 , to the outflow velocity. Thus,Vx2

5Vx1
12w

1w0 , where the magnitude ofw0 depends strongly on the skew-
ness of the axial velocity profile experienced at the rotor disk. If
the induced velocity,w, is zero for all radial positions, which will
be the case for fans of the free vortex flow type,w0 will be zero.

Far from the design-point, the flow in some of the streamtubes
may become choked, indicating thatVx2

,0. Since this means that
flow enters the control volume at both ends, an inconsistency
appears, and the model is invalid.

Tangential Velocity. Upstream of the rotor no rotation is
present and, since no tangential forces act on the fluid downstream
of the rotor, the change in circulation of the fluid occurs in the
rotor disk only. The actuator disk theory states that the tangential
velocity in the rotor disk is half that occurring immediately down-
stream of the rotor disk,Vud

. Downstream of the rotor disk the
circulation is preserved, resulting in the following identity for the
tangential velocity component from the rotor to far downstream

Vud
• r̄ d5Vu2

• r̄ 2 . (1)

Radial Velocity. At a given radial distance from the center-
line, the radial velocity,Vr , varies continuously as a function of
axial distance from the rotor disk. Far upstream and far down-
stream the flow is assumed to be fully developed with no radial
flow.

Pressure. Downstream of the rotor, the pressure is divided in
a constant level,p0 , and a distribution,p2 , which depends on the
radial position. Thusp(r )5p01p2(r ), wherep2 equals zero at
the hub radius.

2.2 Governing Equations

Conservation of Mass.The flow is assumed incompressible
and considering a control volume consisting of an annular stream-
tube, mass only enters through the control surface at the inlet and
leaves at the outlet, far upstream and far downstream of the rotor
disk, respectively. Imposing continuity from the rotor disk to the
outlet, results in

~r d,i
2 2r d,i 21

2 !Vxd
5~r 2,i

2 2r 2,i 21
2 !Vx2

. (2)

Relation for Axial Force. Upstream and downstream of the
rotor, ignoring viscous dissipation due to mixing, the Bernoulli
equation is valid along a streamline contained in the annular con-
trol volume. Since the axial velocity is continuous across the ro-
tor, no change in axial momentum occurs from immediately up-
stream to immediately downstream of the rotor. This means that
the pressure change across the rotor equals the axial force per unit
area acting on the rotor. Combining the two Bernoulli equations
with the pressure-force relation across the rotor yields the relation
of axial forces for a streamtube,

p01 p̄22 p̄11
1
2r~Vx2

2 2Vx1

2 1Vu2

2 2Vud

2 !5 f x . (3)

Fig. 1 The computational domain with indices for the i th con-
trol volume

Fig. 2 Coordinate system showing the rotating blade element
and the velocities experienced by the blade element. Cut in the
„x-u… plane „constant r ….
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Pressure Equilibrium Far Downstream.Far downstream of
the rotor disk, the flow is assumed parallel and no radial flow
exists. Therefore, the radial pressure gradient balances the cen-
trifugal force as

dp

drU
2

5r
Vu2

2

r 2
.

Evaluating the termdp using a finite-difference across thei th
control volume yields

p2,i2p2,i 21

r 2,i2r 2,i 21
5r

Vu2 ,i
2

1
2~r 2,i1r 2,i 21!

. (4)

Conservation of Tangential Momentum.Across the rotor disk
the tangential velocity increases from zero immediately before the
rotor to Vud

immediately after the rotor. Denoting the tangential
force per unit area, acting on the fluid from the fan rotor, byf u ,
the tangential momentum equation reads

f u5rVud
Vxd

, (5)

Global Continuity at the Rotor Disk.Summation of the flow
rate through all of theN control volumes in the rotor disk must
add up to the flow rate,Q, given at the inlet. Thus

(
i 51,N

p~r d,i
2 2r d,i 21

2 !Vxd ,i5Q. (6)

Global Continuity Far Downstream.Far downstream of the
rotor disk, the flow rate must again correspond to the inlet flow
rate. Thus,

(
i 51,N

p~r 2,i
2 2r 2,i 21

2 !Vx2 ,i5Q. (7)

Equation for Average Lift. The expression for secondary drag,
Eq. ~15!, involves an average value of the lift coefficient. To
ensure quadratic convergence in the Newton-Raphson method,
discussed in Section 3, a variable,C̄L , is introduced for the area-
averaged lift value. Thus

C̄L5
1

r t
22r h

2 (
i 51,N

~r d,i
2 2r d,i 21

2 !CLi
. (8)

2.3 Forces From the Rotor. In Fig. 2, a single blade ele-
ment atr̄ i is shown. Denoting the angular velocity of the rotor by
V, the relative speed,Vrel , experienced by the rotating blade, and
the angleb, between the rotational axis andVrel , are defined by

Vrel
2 5S V r̄ d2

1

2
VudD 2

1Vxd

2 ,
(9)

tanb5
V r̄ d2

1
2Vud

Vxd

.

The above implies that the forces experienced by the blade ele-
ment are determined by the relative speed,Vrel , and the local
angle of attack,a5b2j. Herej is the geometrical stagger angle
relative to the axis of rotation.

The lift and drag forces on a single airfoil blade element are
defined as

L5
1
2rVrel

2 c~r d,i2r d,i 21!CL ,
(10)

D5
1
2rVrel

2 c~r d,i2r d,i 21!~CD1CDs
1CD tip

!,

where CL and CD are airfoil-specific data.CDs
and CD tip

loss
contributions due to secondary drag and tip clearance, respec-
tively ~see discussion in Section 4!. The chord length is denoted

by c and the number of blades asB. Distributing the force from all
blades evenly on the area of the control volume annulus, the local
forces per unit area in the axial and tangential direction, respec-
tively, are

f x5
B~L sinb2D cosb!

p~r d,i
2 2r d,i 21

2 !
,

(11)

f u5
B~L cosb1D sinb!

p~r d,i
2 2r d,i 21

2 !
.

3 Numerical Solution Procedure
For each control volume, the radial position far downstream of

the rotor disk,r 2 , the axially induced velocity,w, the pressure far
downstream of the rotor disk,p2 , and the tangential velocity im-
mediately downstream of the rotor,Vud

, are chosen as the vari-
ables in the model. Furthermore, three global variables are chosen,
namely the pressure level at the hub,p0 , the induced velocity
level, w0 , and the average lift valueC̄L . Since both hub and tip
radii are fixed, onlyN-1 unknown values ofr 2 exist whereas there
areN unknowns ofw, p2 , andVud

.
To rewrite the governing equations using the above variables,

Vx2
5Vx1

12w1w0 is introduced into Eqs.~2!, ~3!, and~7!. Fur-
thermore,Vxd

5Vx1
1w is inserted into Eqs.~2!, ~5!, and~6!. Fi-

nally, Vu2
5Vud

• r̄ d / r̄ 2 is introduced into Eqs.~3! and ~4!. After
the above, the discretized form of Eqs.~2!–~8! may be written,
using compact notation, as

Ei~r 2,i 21 ,r 2,i ,wi ,w0!50

Fi~r 2,i 21 ,p2,i 21 ,r 2,i ,wi ,p2,i ,Vud ,i ,p0 ,w0 ,C̄L!50

Gi~r 2,i 21 ,p2,i 21 ,r 2,i ,p2,i ,Vud ,i !50

Hi~wi ,Vud ,i ,C̄L!50 (12)

I 1~wi !50

I 2~r 2,i ,wi ,w0!50

I 3~wi ,Vud ,i ,C̄L!50,

where i 51,N except for the continuity equation (Ei), where the
Nth equation is replaced by the boundary condition thatr N5r t . A
detailed description of the equations is provided in Sørensen@9#.

The discretized governing system of Eqs.~12! is strongly
coupled and nonlinear. Solving the equations by the Newton-
Raphson method is computationally efficient, robust, and exhibits
quadratic convergence. The Jacobian matrix turns out to be sparse
and the linear system of equations, occurring in each iteration of
the Newton-Raphson method, can be efficiently solved.

The standard formulation of the Newton-Raphson method for
solution of a nonlinear system of equations is

JF~yk!Dyk52F~yk!
(13)

yk115yk1Dyk, k51,2, . . . ,

whereyk contains the solution vector at thekth iteration and the
Eqs. ~12! are contained inF. In the present case, the problem is
described by 4N13 variables and thus the Jacobian matrix,JF , is
a @4N13#3@4N13# matrix. The order chosen for the equations
in F and their corresponding variables iny is
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F51
E1

F1

G1

H1

A
EN

FN

GN

HN

I 1

I 2

I 3

2 and y51
r 2,1

w1

p2,1

Vud,1

A
r 2,N

wN

p2,N

Vud ,N

p0

w0

C̄L

2 . (14)

Besides the nonzero elements in the last three columns corre-
sponding to the global variables, the equations corresponding to
Ei , Fi , Gi , andHi in the Jacobian matrix have nonzero elements
close to the diagonal only, due to the ordering used in Eq.~14!.
The explicit differentiation of the equations inF with respect to
the elements iny is omitted in this paper, but the calculations are
trivial.

The factorization of the Jacobian matrix, Eq.~13!, is performed
by Gaussian elimination of the nonzero elements only. The
sparseness of the Jacobian matrix results in a computational effort
of the factorization being proportional toN ~as opposed to the
factorization of a full matrix which is proportional toN3!. Since
the number of iterations in the Newton-Raphson method is inde-
pendent ofN, the computational effort for the fan analysis is thus
found to be proportional toN.

The central difference approximation is used to evaluated the
gradients in the governing equations and thus the numerical
scheme is second order accurate. To determine the required num-
ber of blade elements,N, necessary to resolve the flow, calcula-
tions were performed for varying values ofN. The integrated
property efficiency and the local propertyVx2

were determined
and compared to a reference case withN5891. Table 1 shows the
deviation between the reference case and computations with
N511, 33, 99, 297, respectively. Based on the comparisons, it is
found thatN533 suffice to resolve the flow accurately.

The Newton-Raphson method uses approximately six iterations
to obtain a solution converged to machine accuracy and a perfor-
mance calculation with e.g., 20 different flow rates takes about 0.2
seconds on a pentium PC. The combination of highly converged
solutions and low calculation time makes the model suitable for
numerical design optimization.

The Newton-Raphson method may diverge if the initial guess is
chosen far from the solution. It was found that converging solu-
tions were usually obtained ifp2,i5p1,i , wi50, Vud ,i50, r 2,i

5r d,i , p050, w050 andC̄L50 for the first point calculated on
the performance curve. For succeeding points, the previous solu-
tion was used as an initial guess.

4 Results and Discussion
In the work by Kahane@7#, investigations were performed to

determine whether three-dimensional flow may be utilized in axial
fans with the purpose of increasing the pressure rise capabilities.
A simplified design method for arbitrary vortex flow fans was
proposed. Two rotors were constructed and the predictions of the
design method were compared with experiments. Rotating a
single tube, containing a yaw head as well as a static and a total
pressure tube, along a radial axis enabled determination of span-
wise distributions of flow angle, pressures, and velocities. The
downstream measurement station was located 1.4 chord lengths
behind the blade trailing edges. The method proposed by Kahane
@7# is a design method and as such, he only compares calculations
with measurements at the design flow rate.

The second rotor investigated by Kahane@7# was designed for
solid body rotation at the design flow rate. It was found that the
rotor could be constructed as a straight blade at a stagger angle of
j548.2 degrees with uniform chord and airfoil section along the
span. The NACA 65-~12!10 airfoil was chosen for the blading.
The tip radius was 0.267 m and the hub-to-tip ratio was 0.69. The
rotor consisted of 24 blades and the solidity was 1.22 at the hub
and 0.84 at the tip of the blades. The tip clearance height was
about 0.4 mm, corresponding to approximately 0.5 percent of the
blade height.

To compare measurements and calculations, the definitions of
rotor static and total pressure rise from Kahane@7# are used. The
input power required to run the fan,P is calculated fromL andD.
The integrated properties are mass-weighted and the dimension-
less parameters from Kahane@7# have been transformed by a den-
sity of r51.21 kg/m3 and a fan angular velocity of 3000 rpm. The
design flow rate isQ54.45 m3/s.

Only limited information regarding the experimental accuracy
is provided in Kahane@7#. However, the tube containing the yaw
head and the pressure tubes could be positioned radially to within
0.03 mm and the angle to within 0.1 deg. Readings were taken
only when the rotational speed was within610 rpm of the speci-
fied test value of 3000 rpm.

4.1 Airfoil Data and Losses. The airfoil data used in the
following calculations are extracted from Emery et al.@10#. This
work reported extensive measurements of the NACA65 airfoil
family, performed in a cascade wind tunnel for a range of solidi-
ties and stagger angles. Due to limitations in the investigated in-
flow angles, extrapolations were necessary for a few of the blade
element sections, especially at the very low and very high flow
rates.

The drag experienced by the individual blade elements is usu-
ally defined as a combination of the profile drag, determined from
the measured airfoil data, and a secondary drag contribution,CDs

.
In the present work, an expression from Wallis@11# is used for the
secondary drag

CDs
5aC̄L

21bc/~s@r t2r h# !, (15)

wherea andb are empirical constants,c the blade element chord,
s the solidity,r h andr t the hub and tip radii, respectively, andC̄L
the average lift value. The values fora and b have been deter-
mined from measurements on a large number of fan configura-
tions. The recommended value fora is 0.018 and forb the rec-
ommended value is 0.02. However, for well designed blades,
Wallis @11# proposesb50, which has been used in the present
calculations.

Further losses stem from the tip clearance leakage. Denoting
the tip clearance height byt, these losses are modeled using an
expression from Lakshminarayana and Horlock@12#

CD tip
50.7C̄L

2
•t/~r t2r h!. (16)

Finally, losses exist in the downstream expansion from annulus
area to full duct area. This loss is modeled by an expression from

Table 1 Investigation of the influence of the number of blade
elements, N, used in the solution of the aerodynamic model.
Using the values for NÄ891 as reference, the deviation in effi-
ciency is given as well as the deviation in outlet axial velocity at
r h Õr tÄ0.9. The calculations are for the validation case de-
scribed in section 4, at the design flow rate of QÄ4.45 m3Õs.
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Wallis @11#. The pressure loss across the diffuser is estimated as a
fraction of the axial flow dynamic pressure change across the
diffuser. Thus, introducing a diffuser pressure loss,DpD , and a
diffuser efficiency,hD , the diffuser loss may be expressed by

DpD5~12hD!1/2rV̄x1

2 S 12S A1

A2
D 2D , (17)

where the areasA1 andA2 are the annulus area and the full duct
area, respectively. The diffuser efficiency depends on the fairing
of the diffuser. For well designed fairings, Wallis@11# suggests
values between 0.8 and 0.9.

In the investigations of Kahane@7#, the tip clearance is only 0.5
percent of the blade height and thus the influence is very small.
The measurements are performed in the annulus, near the rotor,
and thus the downstream diffuser losses are not included in the
present calculations.

4.2 Comparison With Measurements. Although the rotor
in the experiments of Kahane@7# was designed for a flow rate of
Q54.45 m3/s, measurements were conducted at other flow rates
as well. This enables comparisons at off-design conditions and in
the present work, we investigate fan performance at flow rates
between 3.8 and 6.6 m3/s.

Predicted and measured efficiencies based on static and total
pressure, respectively, are shown in Fig. 3. The agreement is very
good except at flow rates above 6 m3/s, where the discrepancies
are believed to be due to the necessary extrapolations of the airfoil
data. The static and total pressure rises are depicted in Fig. 4.
Again, the agreement is found to be good.

To further validate the model, local flow properties are com-
pared with the measurements. The tangential velocity component
is nondimensionalized with the inflow mean velocity, the static
pressure with the inflow mean dynamic pressure and the radius
with the tip radius.

In Fig. 5, the spanwise distribution of axial velocity at two flow
rates is depicted. At the high flow rate, the agreement is very good
except at the inner and outer part of the annulus, where the bound-
ary layers influence the flow. At the low flow rate, the agreement
is still reasonably good, although the boundary layers have a
larger influence on the entire flow field.

In Fig. 6, the tangential velocity is depicted at the same two
flow rates. Again the calculations compare reasonably well with
the measurements. However, a systematic deviation is seen with
smaller calculated tangential velocities at the hub and higher cal-
culated values at the tip. No explanation for this can be given.
However, it may be noted that the same deviation was found, at
the design flow rate ofQ54.45 m3/s, in the original work by
Kahane@7#.

Fig. 3 Measured and calculated efficiency at various flow
rates. h total and hstatic are based on the total and static pressure
rise across the fan, respectively.

Fig. 4 Measured and calculated pressure rise at various flow
rates. p t ,total and p t ,static denotes the total and static pressure
rise, respectively.

Fig. 5 Spanwise distribution of axial velocity far downstream
of the rotor at two flow rates

Fig. 6 Spanwise distribution of tangential velocity far down-
stream of the rotor at two flow rates
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Finally, in Fig. 7, the spanwise distribution of static pressure is
depicted. Again the comparisons are good.

5 Conclusion
A numerically efficient model for the aerodynamics of rotor-

only axial fans was developed. Compared to previous blade-
element based models for arbitrary vortex flow fans, the assurance
of global continuity everywhere, as well as preservation of the
circulation downstream of the rotor, is new. Furthermore, employ-
ing the Newton-Raphson method for the numerical solution of the
nonlinear governing equations, results in highly converged solu-
tions at low computing costs.

Comparison with measurements was good for integrated prop-
erties, efficiency, and total pressure rise. For local properties, dis-
crepancies at the hub and tip regions of the blade were found, due
mainly to the inviscid nature of the model. At the center of the
blade, calculations compared well with measurements.

The accurate prediction of efficiency and total pressure rise
combined with low computing costs and solutions converged to
machine accuracy, makes the model suitable for numerical design
optimization of ducted axial fans.

Acknowledgments
The work was partly supported by the Danish Energy Agency

under contract no. 1253/96-0002.

Nomenclature

a, b 5 secondary drag coefficients
B 5 number of blades
c 5 chord length

CD 5 profile drag coefficient
CDs 5 secondary drag coefficient

CD tip 5 tip clearance drag coefficient
CL 5 lift coefficient
C̄L 5 average lift coefficient
D 5 drag force

Ei ,Fi ,Gi ,Hi 5 discretized governing equations for each con-
trol volume

f x 5 axial volume force
f u 5 tangential volume force

F 5 RHS vector in the Newton-Raphson iteration
I 1 ,I 2 ,I 3 5 discretized global governing equations

JF 5 Jacobian matrix
L 5 lift force
N 5 number of annular control volumes
p 5 static pressure

p0 5 static pressure at hub
pT 5 integrated fan pressure rise

DpD 5 downstream diffuser loss
P 5 mechanical shaft power
Q 5 flow rate

r h ,r t 5 rotor hub and tip radii
s 5 interblade spacing,s52pr /B
t 5 tip clearance height

Vrel 5 velocity relative to the blade element
Vx ,Vr ,Vu 5 velocity components in cylindrical coordinates

w 5 axially induced velocity
w0 5 constant level of the axially induced velocity

x, r, u 5 cylindrical coordinates axes
y 5 solution vector in the Newton-Raphson itera-

tion
Dy 5 update of solution vector in the Newton-

Raphson iteration
a 5 angle of attack relative to the blade element
b 5 angle between rotational axis andVrel
h 5 fan efficiency,h5Q•pT /P

hD 5 downstream diffuser efficiency
V 5 angular velocity of rotor
r 5 density of fluid
s 5 solidity, s5c/s
j 5 blade element stagger angle

(•)1 5 plane far upstream of the rotor disk
(•)d 5 plane at the rotor disk
(•)2 5 plane far downstream of the rotor disk
(•) i 5 denotes control volume no.i
(•)k 5 variable at iteration no.k
( •̄) 5 value at the center of control volume
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Toward Improved Rotor-Only
Axial Fans—Part II: Design
Optimization for Maximum
Efficiency
Numerical design optimization of the aerodynamic performance of axial fans is carried
out, maximizing the efficiency in a design interval of flow rates. Tip radius, number of
blades, and angular velocity of the rotor are fixed, whereas the hub radius and spanwise
distributions of chord length, stagger angle, and camber angle are varied to find the
optimum rotor geometry. Constraints ensure a pressure rise above a specified target and
an angle of attack on the blades below stall. The optimization scheme is used to investi-
gate the dependence of maximum efficiency on the width of the design interval and on the
hub radius.@S0098-2202~00!01602-3#

1 Introduction
Fan engineers are frequently faced with the problem of design-

ing high-efficiency fans at a given flow rate and for a given pres-
sure duty. Design techniques are typically based on engineering
experience, and may involve much trial and error before an ac-
ceptable design is found. Calculating the specific rotational speed
and diameter, discussed by e.g., Wright@1#, may aid the designer
in determining reasonable values for the rotational speed and di-
ameter of the rotor, based on desired flow rate and pressure rise.
Integrating the concept of free vortex flow design~Wallis @2#! in
the process reduces the need to build and evaluate new designs.
However, the restrictions of the spanwise distributions of velocity
and pressure in the free vortex flow design imply that analysis of
the fan at off-design duties has only limited validity.

In the work by Wallis@3#, an inlet guide vane-rotor-stator in-
stallation was investigated. The system considered was of the free
vortex flow type and several important parameters, e.g., lift-to-
drag ratio, were fixed at reasonable values. This resulted in ex-
plicit expressions for efficiency and total pressure rise as a func-
tion of tip speed ratio, hub-to-tip ratio, and downstream losses.
Parametrical studies of efficiency and pressure rise as a function
of the three variables were then carried out.

Recently, Dugao et al.@4# considered numerical design optimi-
zation of a rotor-stator configuration for mining ventilation. Em-
ploying a free vortex flow design method, considerable improve-
ment in efficiency was gained as compared to an existing
installation. Furthermore, as an additional advantage, it was found
that the noise emission from the fan installation was reduced.

The above investigations concerned fan performance for a fixed
flow rate and pressure rise, i.e., at a predefined design point. Op-
erating the fan under other conditions was not considered and it is
therefore possible that it may behave poorly away from the design
point. In practice, fans often operate far from the design point and
often with low efficiency~Bolton @5#!.

Employing an arbitrary vortex flow model~So”rensen and
So”rensen@6#! for fan analysis enables the designer to investigate a
fan operating under various conditions. Furthermore, a wide range
of design alternatives may be tested numerically with equal valid-
ity. However, the increased degree of freedom of the arbitrary
vortex flow model implies a trial and error process before an

acceptable design is found. This in turn limits the number of de-
sign variations that may be investigated as well as the complexity
of the geometric requirements and operating conditions for the
fan.

Design optimization techniques may be used to automate the
fan design process. Here, searching algorithms maximize the ef-
ficiency while enforcing constraints on geometry, operating con-
ditions and operating limits. Design parameters are automatically
varied by the optimization algorithm and the corresponding
changes in efficiency and constraints are used to determine an
optimal design. Combining an optimization algorithm with the
arbitrary vortex flow model enables the fan designer to investigate
a large range of design alternatives in an efficient manner. Fur-
thermore, parametrical studies of optimum designs for various
operating conditions and geometrical requirements are easily car-
ried out. Many fan configurations are compared in the optimiza-
tion algorithm and a computationally efficient implementation of
the arbitrary vortex flow model is required. In So”rensen and
So”rensen@6#, a Newton-Raphson method was used to solve the
equations of the model, and solutions converged to machine ac-
curacy are found at small computing costs. Furthermore, results
agree well with measurements and this model is therefore used in
the present work.

The efficiency of a rotor-only fan is considered over a design
interval of flow rates rather than at a design point. This enables
the design of a fan that operates well under various conditions.
The fan duty and size are determined from the specific application
of the fan. In the present case, the basis used for the optimizations
is the fan from Kahane@7#, which was also used for validating the
aerodynamic model in So”rensen and So”rensen@6#.

In Section 2, a description of the mathematical optimization
problem, as applied to fan efficiency maximization, is given. Fur-
thermore, some special implementation details of the optimization
algorithm are discussed. In Section 3, optimizations are carried
out to clarify the dependence of the efficiency on the width of the
design interval and on the hub radius of the rotor.

2 Method
The standard constrained optimization problem can be formally

stated as

Maximize F~Fn! n51,2, . . . , NDV

subject togj~Fn!>0 j 51,2, . . . , NCON,
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where NDV denotes the number of design variables and NCON
the number of constraints.

The objective function,F, describes the fitness of the possible
designs and, in the present case, reflects the requirements of the
manufacturer to produce a high-efficiency fan. The design vari-
ables, denoted byFn , define the possible configurations, which
can be altered by the optimization algorithm so as to find the
maximum ofF. Finally, gj denotes the constraints which describe
geometrical restrictions of the designs as well as desired operating
conditions and limits of the fan.

In Section 2.1, the definition of the objective function in terms
of maximum efficiency is described. The design variables govern-
ing the optimization problem are defined in Section 2.2. The con-
straints, imposing practical restrictions to blade geometry and op-
erating conditions, are discussed in Section 2.3. Finally, in Section
2.4 a brief description of the implementation of the optimization
algorithm is provided.

2.1 The Objective Function. Defining a design interval of
flow rates and denoting the center of the design interval byQc and
width by DQ, respectively, the primary goal of the optimization is
to maximize the mean value,h̄, of the aerodynamic fan efficiency
in the design interval,QP@Qc21/2DQ;Qc11/2DQ# @m3/s#.

The mean value is defined by

h̄5
1

DQ E
Qc21/2DQ

Qc11/2DQ

h~Q!dQ, (1)

where the efficiency of the fan at a given flow rate,h5h(Q), is
calculated using the model described in So”rensen and So”rensen
@6#. In the present work,h(Q) is defined as

h5Q•~pT2DpD!/P, (2)

where Q is the flow rate,pT5pT(Q) is the total pressure rise
across the fan rotor,DpD5DpD(Q) is the loss in the downstream
diffuser, andP5P(Q) is the power input to the fluid. Besides the
loss in the downstream diffuser, empirical correlations are used
for the loss due to the tip clearance height and for the secondary
drag losses. The above empirical loss correlations are further de-
scribed in So”rensen and So”rensen@6#. Losses in seals, bearings,
etc. are excluded from the optimization.

The total pressure rise,pT , across the rotor is determined as a
spanwise integration of the total pressure rise across each stream-
tube. Similarly, the input power is determined by an integration of
the lift and drag contributions. For the rotor-only configuration
considered here, the dynamic pressure contained in the tangential
velocity cannot be regained and is not included in the calculation
of pT . In the following, the result from the optimization, i.e., the
optimum ~maximum! value of h̄, is denotedh̄max.

To evaluate the integral in Eq.~1!, the design interval is divided
into Nd equally spaced flow rate evaluation-points and the effi-
ciency,h, is calculated at each of these points. The mean value,
h̄, is then calculated using an accurate numerical integration
method of orderO(1/Nd

4) from Press et al.@8#. The integral is
constructed by fitting cubic polynomials through successive
groups of four points.

2.2 Design Variables. The chosen design variables, which
define the various possible fan configurations, are the hub radius
of the rotor,r h , and the spanwise distributions of chord-length,
c(r ), stagger-angle,j(r ), from the rotational axis and camber
angle,u(r ), of the airfoils ~Fig. 1!. Although tip radius and an-
gular velocity of the rotor are key design parameters, they are
excluded in the present study. The rationale behind this is to show
that, even though the optimized fans have the same dimensionless
characteristica in terms of e.g., specific speed, differences in per-
formance can be achieved, depending on the allowed variations in
geometry and on the imposed limits on operating conditions.

The spanwise distributions of chord, stagger, and camber are
defined using single segment Be´zier curves. The radial positions

of the vertices in the Be´zier polygon are fixed and distributed
evenly from hub to tip, whereas the lateral movement of the ver-
tices defines the spanwise distribution of chord, stagger and cam-
ber. Thus, the number of design variables describing either of the
spanwise distributions corresponds to the number of vertices in
the Bézier polygon. An investigation of the required number of
vertices in the Be´zier polygon is carried out in Section 3.1.

The NACA65 airfoil family is used for the blades and measured
airfoil cascade data are obtained from Emery et al.@9#. Only data
for camber angles of 12 and 18 degrees were extracted, since
these were measured using the broadest range of geometrical
variations. The optimization algorithm requires differential func-
tions and it was necessary to smooth the data. This was performed
by creating explicit expressions for the lift and drag coefficients as
a function of angle of attack, stagger angle, solidity, and camber
angle. To find the functional expression which approximated the
measurements best, using a least square measure, an uncon-
strained optimization problem was defined and solved numeri-
cally. To evaluate the quality of the functional expressions, the
test case from Kahane@7#, used in So”rensen and So”rensen@6# was
recalculated using the functional expressions and it was found that
the efficiency deviated less than 0.6 percent from the original
calculations, for all of the investigated flow rates.

2.3 Constraints. Requirements from the manufacturer de-
termine the specifications of the fan and thereby also the con-
straints. These may be due either to some geometrical restrictions
or to some desired property of the fan as discussed below. In the
present case, we consider a situation in which the fan used for
validation in So”rensen and So”rensen@6# is to be improved, using
the following specifications:

• The tip radius of the fan is fixed atr t50.27 m.
• B524 blades is used for the rotor.
• The angular velocity is fixed atV53000 rpm.
• The center of the design interval is defined asQc56.0 m3/s.

This value is chosen since the rotor providing the basis for the
optimizations exhibits maximum efficiency at this flow rate when
the definition of efficiency in Eq.~2! is used~Kahane@7#!.

• The total pressure rise, as defined in Section 2.1, should be at
least 1800 Pa. for all flow rates.

• The tip clearance height is taken to be constant,t51 mm and

Fig. 1 Definition of the spanwise variables chord „c …, stagger
„j…, and camber „u…, used in the optimization
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the efficiency of the diffuser is taken to behD50.9 or hD
50.95. The coefficients for the secondary drag contribution are
defined asa50.018 andb50.02.

For the spanwise distributions of chord, stagger, and camber,
differentiable constraints are ensured by calculating the con-
straints from the parameterized Be´zier curves rather than from the
discrete points governing the streamtube centers. In the present
work, the following constraints are imposed:

Hub Radius, rh. Due to manufacturing requirements,r h
should be larger than 100 mm. Furthermore, the annulus between
hub and tip is chosen to be larger than 30 mm. Thusr h20.1.0
and r t2r h20.03.0. Here,r t designates the tip radius of the ro-
tor. These constraints are never active for the optimum designs.

Chord Distribution, c. Although not based on geometrical or
structural considerations, the measured airfoil data are restricted
to solidities between 0.5 and 1.5. To avoid extrapolations of the
data, the chord is constrained to solidities between 0.52 and 1.48.
Here, the solidity is defined ass5c/s, wheres52pr /B.

Stagger Distribution,j. No natural restrictions apply to the
stagger angle and it is bounded between 2 and 88 degrees to aid
the optimization algorithm in narrowing the possible values. Thus
@j(r )22#min.0 and @882j(r )#max.0. These constraints are
never active for the optimum designs.

Camber Distribution,u. The measured airfoil data are re-
stricted to camber angles between 12 and 18 degrees. To avoid
extrapolations of the data, the camber angle is constrained to val-
ues between 12.1 and 17.9 degrees.

Total Pressure Rise, pT. The designed fan must be able to
produce at least the required total pressure rise for all flow rates in
the design interval. In the present work,pT51800 Pa. was chosen
as the minimum pressure rise. Thus@pT(Q)21800#min.0.

Axial Velocity in Outlet. As discussed in So”rensen and
So”rensen@6#, the analysis model is unreliable if very small outlet
velocities are found. A constraint is imposed, ensuring that, for all
blade elements, the optimum design does not result in outlet ve-
locities less than 0.26 of the inlet velocity at any flow rate in the
design interval. This constraint is never active for the optimum
designs.

Tangential Velocity in Outlet. The ratio of tangential to axial
velocity at the outlet is kept below 1.1 for all streamtubes and for
all flow rates. This limit is imposed to avoid vortex breakdown
downstream of the rotor, a flow-state which cannot be captured by
the aerodynamic model. The above criterion for vortex breakdown
is based on Squire@10#, where stability analysis was applied to
three cases of uniform axial velocity with different spanwise dis-
tributions of tangential velocity. The analysis indicated that vortex
breakdown occurs when the ratio of tangential to axial velocity is
between 1.0 and 1.2, thus justifying the choice of 1.1 as the limit.

Stall Limit, Dastall. At high angles of attack, the flow on the
blades may stall. This results in large unsteady forces acting on
the blades, followed by fatigue problems. Furthermore, a large
increase in noise emission occurs under stalled conditions~Shar-
land @11#!. Here, we define stall to occur when the lift coefficient
reaches its maximum value and the corresponding angle of attack
is denoted byastall . For all flow rates and for each blade element,
the difference betweenastall and the actual angle of attack,a, is
determined. Denoting the smallest of these differences byDastall ,
a flow well below stall is ensured by demanding thatDastall>1,
thus keeping the angle of attack, for all flow rates and for all blade
elements, at least one degree below stall.

2.4 Optimization Algorithm. The optimization problem
proposed in Sections 2.1–2.3 defines a differentiable and nonlin-
ear objective function to be solved with a set of nonlinear con-

straints. The algorithm chosen for the solution of the problem is
the sequential quadratic algorithm by Han@12#, extended by Pow-
ell @13#.

The algorithm requires gradients of the objective function and
constraints with respect to the design variables. Explicit differen-
tiation of the aerodynamic model is very complicated and the
gradients are evaluated approximately, using finite differences.
The computational effort for each iteration in the optimization
algorithm is thus proportional to the number of design variables,
NDV.

3 Results and Discussion
The following proposed guidelines apply for an optimum de-

sign and will be further discussed later:

• The pressure rise decreases with increasing flow rate. There-
fore, the pressure rise constraint applies at the highest flow rate in
the design interval. Furthermore, this constraint is expected to be
active for all optimum designs, since an excessive pressure rise
results in increased tangential velocities which, in the present in-
vestigation of a rotor-only fan, is considered as loss.

• The angle of attack on the blade increases with decreasing
flow rate. Thus, if active, the stall limit constraint applies at the
lowest flow rate in the design interval.

• The loss in the downstream diffuser, as well as the tip clear-
ance loss, increases with increasing hub radius. Thus, it is antici-
pated that the hub radii will be small for the optimum designs,
thereby lowering the losses. However, for small hub radii, the
blade speed is low at the inner part of the rotor and the axial
throughflow velocity is small due to the large annulus area. Both
of these conditions result in low relative velocities and it becomes
difficult to exchange the required momentum at the inner part of
the blade. This in turn results in lowered axial velocities at the hub
and the constraint on the tangential velocity may become active.

• The optimizations are carried out for an interval of flow rates,
and thus for an interval of axial throughflow velocities. For small
hub radii, the low blade velocity, combined with the variations in
axial velocity, results in large variations of the angle of attack on
the blade elements. Although influenced by all operating condi-
tions and limits, an essential parameter for an optimum design is a
lift-to-drag ratio close to maximum for all blade elements. The
large angle of attack interval at the inner region of the blade
implies that, in some parts of the flow rate interval, this part of the
blade operates at angles of attack far away from maximum lift-to-
drag ratio. Furthermore, large variations in angles of attack im-
plies that the stall limit constraint may become active.

Before the optimization was applied to a real case, initial inves-
tigations were carried out as described in Section 3.1. First, the
effect of varying the number of Be´zier vertices for the curves
describing the spanwise distribution of chord, stagger, and camber
was examined. Second, the effect of varying the number of cal-
culation points in the design interval was examined. After these
preliminary investigations, a series of optimizations aimed at find-
ing the optimum efficiency for various design conditions was car-
ried out. This is described in Sections 3.2 and 3.3.

3.1 Initial Investigations. As discussed in Section 2.4, the
number of calls to the performance analysis model in each itera-
tion increases approximately linearly with the number of design
variables. Furthermore, the number of iterations in the optimiza-
tion algorithm tends to increase with increasing number of design
variables. It is thus extremely important to keep the number of
vertices in the Be´zier polygons, describing chord, stagger and
camber, to a minimum without sacrificing the freedom of the de-
sign too much. A series of optimizations was carried out, varying
the number of vertices in the Be´zier polygons. UsingNd519
points in a design interval defined byQc56 m3/s and DQ
52 m3/s, it was found that five vertices in the Be´zier polygons
resulted in an optimum efficiency determined within approxi-
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mately 0.01 percent of the efficiency obtained with eight vertices.
This accuracy is adequate and five vertices in the Be´zier polygons
are used in all of the following optimizations.

Another important factor affecting the computational effort dur-
ing the optimizations is the number of points,Nd , chosen to di-
vide the design interval when evaluating the integral in Eq.~1!. A
linear dependence exists between the number of points and the
calculation time. Using the same optimization case as described
above, but varyingNd , it was found that forNd>13, the optimum
efficiency was essentially independent ofNd . ThusNd513 points
are used in all of the subsequent calculations ofh̄.

3.2 Dependence on Design Interval Width. In order to
clarify the dependence of optimum efficiency,h̄max, on the width
of the design interval, a series of optimizations was carried out for
various values ofDQ. The optimizations were carried out with
B524 blades and the center of the design interval wasQc

56 m3/s for all cases. In Fig. 2,h̄max is shown as a function of
DQ. Also included in the figure are vertical lines indicating when
the constraints become active. At design interval widths ofDQ
51.4 m3/s and above, the constraint for the stall limit is active and
for DQ51.8 m3/s and above, the constraint limiting the tangential
velocity is active.

As expected, the optimum efficiency decreases with increasing
width of the design interval. For small values ofDQ, the angles
of attack experienced by the blade elements are close to the angle
of attack at maximum lift-to-drag ratio. However, increasing the
width of the design interval, the range of angles of attack experi-
enced by the blade elements increases and, at least for some parts
of the design interval, the lift-to-drag ratio is far from maximum.

For DQ>1.4 m3/s, the stall constraint becomes active which
means that the increasing angle of attack interval can only be
expanded towards lower angles of attack for some of the blade
elements, thus limiting the design further. In Fig. 2, this can be
observed as a slightly more decreasingh̄max. For DQ>1.8 m3/s,
the tangential velocity constraint becomes active as well, which is
seen as an even faster decrease ofh̄max. For DQ larger than the
values shown in Fig. 2, it was not possible to obtain a feasible
design. For the largest flow rate interval resulting in a solution, the
geometry of the rotor is determined completely by the constraints
and thus independent of the objective function used.

An important thing to note from Fig. 2 is that an axial fan
which operates well in a design interval of e.g.,DQ51.4 m3/s has
a decrease inh̄max of only about two points compared to the case

of DQ50 m3/s. This indicates that axial fans which operate well
under various conditions may be designed with the present
method.

To further investigate the constraint on the tangential velocity,
Fig. 3 shows the tangential to axial velocity ratio far downstream
of the fan for three of the above design interval widths. All curves
are for the lowest flow rate in the design interval (Q5Qc
2DQ/2), at which the tangential to axial velocity ratio is maxi-
mum. It is seen that the tangential to axial velocity ratio constraint
is not active for the case ofDQ51.0 m3/s. ForDQ52.0 m3/s the
constraint influences the inner part of the blade and forDQ
53.1 m3/s, the flow across the whole blade is determined by the
constraint.

Figure 4 shows the optimum spanwise distributions of chord,
stagger and camber, respectively, for the three design interval
widths selected above. ForDQ53.1 m3/s, the case at which the
tangential velocity constraint is active for all radii, the spanwise

Fig. 2 Optimum efficiency as a function of design interval
width, QcÄ6 m3Õs. The stall limit constraint is active for DQ
Ð1.4 m3Õs, and the tangential velocity limit constraint is active
for DQÐ1.8 m3Õs.

Fig. 3 Tangential to axial velocity ratio at fan outlet for the
optimum designs for three different widths of the design inter-
val. The curves are for the lowest flow rate in the design inter-
val. The constraint on the tangential velocity was Vu2

ÕVx 2
Ï1.1.

Fig. 4 Optimum spanwise distributions of chord „top …, stagger
angle „center …, and camber angle „bottom … for three different
widths of the design interval
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distributions are influenced by the constraint. This is most clearly
seen on the chord distribution which increases nearly linearly
from hub to tip. As noted above, this design interval is the largest
at which a solution could be found and the design is determined
by the constraints alone. ForDQ52.0 m3/s, the tangential veloc-
ity constraint is active at the inner part of the blade. This is re-
flected in the spanwise distributions with a significant increase in
chord and an almost constant stagger angle at the inner part of the
blade. Furthermore, the camber angle decreases at the inner part
and increases at the outer part of the blade. Finally, forDQ
51.0 m3/s, where the constraints for the tangential velocity and
for the stall limit both are inactive, the spanwise distributions
exhibit a more regular behavior. Although a slight increase in
chord is experienced at the inner part of the blade, the chord
generally decreases toward the tip. The stagger angle and the cam-
ber angle increase all along the blade.

To further investigate the optimum designs, Fig. 5 depicts the
spanwise distributions of tangential velocity, axial velocity, and
total pressure rise, respectively, for the same three design interval
widths as above. All curves are calculated atQc , the center of the
design interval. ForDQ53.1 m3/s, the tangential velocity in-
creases nearly linearly along the blade, with a relatively large
gradient. This in turn results in a large variation in total pressure,
increasing from the hub toward the tip. ForDQ52.0 m3/s, the
geometry of the inner part of the blade is restricted due to the
constraint on the tangential velocity. This is reflected in the tan-
gential velocity distribution which increases significantly at the
inner part of the blade after which it settles at a nearly constant
value. For the spanwise distribution of total pressure rise, this is
seen as a large increase at the inner part of the blade. Finally, for
DQ51.0 m3/s, the tangential velocity distribution increases
slightly at the inner part of the blade, followed by a small decrease
at the outer part of the blade. Generally, the tangential velocity is
smaller than for the case withDQ52.0 m3/s which, for the distri-
bution of total pressure rise, results in a smaller slope.

3.3 Dependence on Hub Radius. As discussed in the first
part of Section 3, the losses in the downstream diffuser and from
the tip clearance height increases with increasing hub radii. In the
previous section, the hub radius was included as a design variable,

thereby obtaining the value which results in the highest efficiency
of the fan. In this section, the sensitivity of the efficiency on the
hub radius is investigated by carrying out a series of optimizations
for varying hub radius,r h . The center of the design interval is
Qc56 m3/s and the width of the design interval isDQ
52.0 m3/s. As described in the introduction to Section 3, the
downstream loss in the diffuser is highly influenced by the hub
radius and the investigation is carried out using two different dif-
fuser efficiencies,hD50.90 andhD50.95.

In Fig. 6 the efficiency as a function of hub radius is shown for
the two diffuser efficiencies. Also included in the figure are the
hub radii resulting in the optimum efficiency, determined by op-
timizations, where the hub radius was included as a design vari-
able. These are indicated by solid symbols. The constraint for the
stall limit was active for all optimizations and the constraint for
the tangential velocity limit was active for small hub radii as
indicated by arrows in the figure.

In accordance with the introductory remarks of Section 3, the
optimizations with the larger downstream loss (hD50.90) has a
rapid decrease in optimum efficiency with increasing hub radius,
whereas the case with a smaller downstream loss has a slower
decrease. Also, the optimum hub radius marked with solid sym-
bols, is larger for the case with the smaller downstream loss.

For small hub radii it becomes difficult to obtain the required
pressure rise, thus limiting the geometry of the blades. This in turn
results in a decreased efficiency, even though the downstream
losses become smaller. For smaller hub radii than the ones shown
in Fig. 6, it was not possible to obtain a solution to the optimiza-
tion problem.

If the hub radius is determined from factors other than maxi-
mum efficiency, e.g., size of electrical motor or the use of stan-
dard hub designs, Fig. 6 may be used to investigate the conse-
quences of the performance of the fan on changing the hub radius.
As an example, it is seen that for the case ofhD50.95, the hub
radius can be increased with approximately 25 mm from the op-
timum value with a decrease in efficiency of about two points. For
the case ofhD50.90, the same efficiency decrease occurs for an
increase in hub radius of about 22 mm.

4 Conclusion
An arbitrary vortex flow model for rotor-only axial fans has

been combined successfully with a standard method for numerical
design optimization of constrained nonlinear problems.

Fig. 5 Radial distributions of tangential velocity „top …, axial
velocity „center … and total pressure rise „bottom … for three dif-
ferent widths of the design interval. The curves are calculated
at the flow rate of the design interval center „QcÄ6.0 m3Õs….

Fig. 6 Optimum efficiency as a function of hub radius. Qc
Ä6 m3Õs, DQÄ2 m3Õs. Filled symbols show the optimum hub
radius, i.e., when the hub radius is included as a design vari-
able. Arrows indicate when the tangential velocity limit con-
straint becomes active.
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Optimizations were carried out to maximize the efficiency in a
flow rate interval. The pressure rise was constrained to be above a
required value at the high flow rate. Furthermore, the angle of
attack was constrained to stay below stall at the low flow rate. To
avoid vortex breakdown, a constraint was introduced, limiting the
ratio of tangential to axial velocity in the outlet.

The dependence of optimum efficiency on the design interval
width was investigated. For small design intervals, the efficiency
is only weakly dependent on the design interval. Thus, fans that
operate well for a range of flow rates may be designed using the
present numerical optimization method, with only a limited pen-
alty on efficiency.

The optimum efficiency was found to be dependent on hub
radius. For very low hub radii, it is difficult to satisfy the imposed
constraints and for large hub radii, losses due to tip clearance and
due to the downstream diffuser becomes large. From this investi-
gation, the implications of prescribing a certain hub radius can be
estimated.

Finally, it must be emphasized that the objective function, de-
sign variables and constraints investigated in the present work are
merely examples. The design method is quite general and can
easily be extended to include other constraints and other design
variables, or even a change of objective function.
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Nomenclature

a, b 5 secondary drag coefficients
B 5 number of blades
c 5 chord length
F 5 objective function~figure of merit!
gj 5 constraint no.j

NCON 5 no. of constraints
NDV 5 no. of design variables

Nd 5 no. of design interval divisions
pT 5 integrated rotor pressure rise

DpD 5 downstream diffuser loss
P 5 mechanical shaft power
Q 5 flow rate

Qc 5 flow rate at center of design interval
DQ 5 width of design interval

r h ,r t 5 rotor hub and tip radii
s 5 interblade spacing,s52pr /B

t 5 tip clearance height
a 5 angle of attack

astall 5 angle of attack at stall
Dastall 5 minimum of all astall2a values

h 5 fan efficiency,h5Q•pT /P
h̄ 5 mean value of fan efficiency in design interval

h̄max 5 optimum fan efficiency
hD 5 downstream diffuser efficiency
V 5 angular velocity of rotor

Fn 5 design variable no.n
s 5 solidity, s5c/s
u 5 camber angle
j 5 stagger angle
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Investigating Three-Dimensional
and Rotational Effects on Wind
Turbine Blades by Means of a
Quasi-3D Navier-Stokes Solver
Three-dimensional and rotational viscous effects on wind turbine blades are investigated
by means of a quasi-3D Navier-Stokes model. The governing equations of the model are
derived from the 3-D primitive variable Navier-Stokes equations written in cylindrical
coordinates in the rotating frame of reference. The latter are integrated along the radial
direction and certain assumptions are made for the mean values of the radial derivatives.
The validity of these assumptions is cross-checked through fully 3-D Navier-Stokes cal-
culations. The resulting quasi-3D model suggests that three-dimensional and rotational
effects be strongly related to the local chord by radii ratio and the twist angle. The
equations of the model are numerically integrated by means of a pressure correction
algorithm. Both laminar and turbulent flow simulations are performed. The former is used
for identifying the physical mechanism associated with the 3-D and rotational effects,
while the latter for establishing semiempirical correction laws for the load coefficients,
based on 2-D airfoil data. Comparing calculated and measured power curves of a stall
controlled wind turbine, it is shown that the suggested correction laws may improve
significantly the accuracy of the predictions.@S0098-2202~00!02702-4#

Introduction
The state of the art aeroelastic codes used today for simulating

horizontal axis wind turbines still rely on simple aerodynamic
models based on the ‘‘blade element momentum theory’’~BEM!.
It is recognized that the overall problem, including deformations
of the elastic structure, stochastic inflow conditions, complicated
geometry~as far as the nacelle and the tower are present! and
massively separated flow in stall controlled machines, is highly
complex and stiff. This prohibits the use of more elaborate flow
solvers~Navier-Stokes solvers, for instance! which are systemati-
cally used today in other aerodynamic applications. Although
quite simple, the BEM method yields surprisingly accurate pre-
dictions of the aerodynamic loads provided that ‘‘proper’’ lift and
drag-incidence curves are used for the airfoils mounted on the
rotor blade. The evident question is how these proper data are
obtained. It is common experience that the use of the mostly avail-
able steady two-dimensional airfoil data may lead to serious dis-
crepancies between measured and simulated power production
and loads; especially for stall regulated wind turbines. The two
main reasons responsible for this are~i! the inability of the steady
airfoil data to respond to fast inflow transients~e.g., dynamic stall
effects! and ~ii ! the absence of any correction with respect to the
three-dimensionality of the flow due to the blade geometry and
rotation. The systematic under-prediction of the blade loads in
stalled conditions, when pure 2-D airfoil data are used, is mainly
attributed to that second reason. Therefore, there is a strong need
for expressing appropriate correction laws for airfoil data that
would improve the reliability of the aeroelastic simulations.

Himmelskamp @1#, who was the first to address the three-
dimensional effects of rotation, found lift coefficients as high as 3
near the hub of a fan blade. Recent experiments carried out for
wind turbine blades by Ronsten@2# and Bruining et al.@3# con-
firmed that the effective lift-coefficient was higher than expected,

especially at the inboard sections of the blade. Numerical investi-
gation of the three-dimensional and rotational effects on wind
turbine blades is, today, limited to quasi-3D approaches, since
fully 3D Navier-Stokes computations have just started to appear
in the literature ~see Hansen et al.@4# for instance!. Such a
quasi-3D approach, based on the viscous-inviscid interaction
method, was introduced by Snel et al.@5,6#. Based on systematic
use of their model, Snel et al. proposed a semi-empirical law for
the correction of the 2-D lift curve, identifying the local chord to
radii (c/r ) ratio of the blade section as the main parameter of
influence. This result has later been confirmed by Soerensen and
Soerensen@7# and Shen and Soerensen@8#, who performed airfoil
computations applying a quasi-3D Navier-Stokes model, based on
the streamfunction-vorticity formulation.

A quasi-3D model based on the primitive variables form of the
incompressible Navier-Stokes equations is presented in this paper
and applied for both laminar and turbulent flows. The incompress-
ibility assumption is suitable for wind engineering applications
where the Mach number is limited to a maximum of approxi-
mately 0.2. The model equations resemble the 2-D Navier-Stokes
system except from an additional transport-diffusion equation for
the radial momentum component and two source terms appearing
into the continuity and the axial momentum equations. All the
source terms are weighted with thec/r ratio indicating that the
three-dimensional effects are stronger at the inner part of the blade
wherec/r becomes relatively large. In addition to the local chord
to radii parameter the present model introduces a second param-
eter of importance, the local twist angle of the blade section. The
resulting equations are numerically integrated by means of an un-
steady incompressible Navier-Stokes solver of the ‘‘pressure cor-
rection’’ kind. The standardk-v model of Wilcox @9#, supported
by wall-function-type boundary conditions, is used for turbulence
closure.

The development of the quasi-3D model is discussed in the first
part of the paper. A limited number of laminar flow simulations
are discussed in the Results section, where particular emphasis is
given in understanding the underlying physical mechanism which
triggers the 3-D and the rotational effects. Semi-empirical correc-
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tion laws based on systematic turbulent flow computations for the
NACA 63-2-15 airfoil are proposed for the lift drag and pitching
moment coefficients and to validate these corrections an example
of a BEM power curve computation is finally shown.

The Quasi-3D Model
A simplified quasi-3D model has been devised in order to iden-

tify the influence of the three-dimensional and rotational effects
on the blade section characteristics. The governing equations are
derived using the following steps:

Step 1: The incompressible Navier-Stokes equations are written
in conservative form in the cylindrical coordinate system,~Q, z, r!
~see Bird et al.@10#! which rotates with the blade with a constant
rotational speedV ~see Vavra@11#!. Q denotes the peripheral,z
the axial andr the radial~blade spanwise! direction. The infini-
tesimal length in the peripheral direction isds5rdQ. For sim-
plicity the equations are presented here in their laminar form:
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W stands for the relative velocity vector,r for the fluid density,p
is the static pressure, andn the kinematic viscosity. It is recalled
that W5V2Vxr , whereV is the velocity vector in the absolute
frame.F is a pressure like term including the centrifugal effect

F5
p

r
2

1

2
~Vr !2 (5)

Step 2: The equations are integrated along the radial direction and
‘‘mean radial values,’’ denoted with an overbar, are obtained. The
mean value operator reads:
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Step 3: The resulting system of equations is subjected to the fol-
lowing assumptions:
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ab'āb̄ (8)

In other words, it is thus assumed that~i! the mean value of the
radial derivatives~first and second! of the contravariant relative
velocity components are small and can be neglected,~ii ! the radial
derivative of the total pressure~related to the specific work! is a
section-depending constant, calledq, and ~iii ! mean values of
products can be approximated with products of mean values. Far
from the airfoil the velocities areWQ52Vr , Wz5constant and
Wr50, which directly satisfy the above quasi-3D assumptions.
The validity of these assumptions in the viscous boundary layer
close to the airfoil is discussed in the next section.

Step 4: The outcome of the analysis is the following set of
equations including the modified continuity equation~9! and Eq.
~10!–~12! accounting for the momentum balance in the~Q, z, r!
directions, respectively.

¹2D"W2D1
Wr

r̄
50 (9)

N2D~WQ!1
]F̄

]s
522Wr S WQ

r̄
1V D 1

2

Rer̄

]Wr

]s
(10)

N2D~Wz!1
]F̄

]z
50 (11)

N2D~Wr !52q1
2

r̄
~WQ1V r̄ !22

1

ReF2

r̄

]WQ

]s
1

1

r̄ 2 Wr G
(12)

In the above system of equations subscript 2D denotes ‘‘equiva-
lent’’ two-dimensional properties on the~Q, z! plane andN stands
for the Navier-Stokes scalar operator.

W2D[@WQ,Wz#, ¹2D[F1
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]

]Q
,

]

]zG[F ]

]s
,

]

]zG ,
F̄5
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r
2

1

2
~V r̄ !2

N2D5
]

]t
1W2D"¹2D2

1

Re
¹2D

2 (13)

The presented set is nondimensional. Dimensionless variables are
introduced as follows:

~r ,z!→~r ,z!/c⇒¹2D→¹2D•c, t→tuW2Du` /c

W→uW2Du` , V→uW2Du` /c, F→F/uW2Du`
2 (14)

wherec stands for the chord of the local blade section, Re is the
Reynolds number and̀ denotes far-field conditions.

The initial conditions needed for the solution of the quasi-3D
problem are provided under the assumption that the far-field flow
is uniform at the absolute frame, having a nonzero axial velocity
component (Vz5Wz) only. To compare quasi-3D against pure
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2-D results the quasi-3D initial conditions are formulated in the
2-D sense. Considering the flow around a blade section of twist
angleg, see Fig. 1, the following relations provide the far-field
velocity conditions and the corresponding rotational speedV.

WQ`5cos~g1a!, Wz`5sin~g1a!, V52
1

r̄
cos~a1g!

(15)

Before concluding this section a brief discussion is held on the
governing equations and their boundary conditions for better un-
derstanding the shortcomings and consequences of the proposed
model. The following remarks are therefore made:

~i! Compared to the 2-D problem, the quasi-3D one includes
an additional momentum equation, Eq.~12!, for the radial velocity
component, while two source terms involving this radial compo-
nent are added into the continuity and the peripheral momentum
equations. All the extra terms are weighted with the 1/r̄ factor, or
thec/r ratio in dimensional quantities. This implies that the quasi-
3-D effects become stronger asc/r increases~inner part of the
blade!, which is in full accordance with the experimental obser-
vations. The 3-D and rotational effects are strictly due to the Co-
riolis force and not to the centrifugal force. The effect of the latter
is well-hidden in the pressure-like termF which replaces the
static pressure in the governing equations. Clearly, Eqs.~9!–~12!
degenerate to the 2-D Navier-Stokes equations whenc/r→0 and
q50.

~ii ! The influence of the twist angle is implicitly taken into
account in the above analysis. Actually,g along witha define the
‘‘equivalent’’ rotational speedV affecting the strength of the
source terms appearing in the peripheral and radial momentum
equations.

~iii ! The main production term appearing in Eq.~12!, i.e., the
first R.H.S. term, is always positive leading to the generation of a
radial velocity field of positive sign~hub to tip!. The production is
larger asc/r increases andWQ decreases.WQ takes small values
within the wall shear layer, the thickness of which depends on the
Reynolds number. Thus, a Reynolds number effect should be ex-
pected. When the flow is detached, radial velocity is generated in
the separation bubble. The above remarks imply that even for
largec/r ratios the solutions of the 2-D and the quasi-3D problem
are rather identical at low angles of attack and high Reynolds
numbers, where the flow remains fully attached and the boundary
layer is thin, while larger differences, depending on the extent of
the separation bubble, should be expected for detached flows.

~iv! The resulting quasi-3D model depends strongly on the as-
sumptions made. It is perfectly understood that the fully 3-D flow
around a rotating blade does not satisfy strictly any of the above
assumptions in the vicinity of the blade as also shown with the full
3-D computation described below. It is also understood that the

proposed simplification set is by no means unique. Regarding the
approximations of the radial derivatives of the velocity vector,
these apply on the contravariant components instead of the cylin-
drical components themselves, in an attempt to satisfy the far-field
conditions at least. Regarding the pressure field, it is preferred to
model the total pressure instead of the static pressure radial de-
rivative since it is expected, by intuition, that the work distribution
along the blade span should affect the 3-D character of the flow.
In all applications that follow the ‘‘work distribution’’ parameter
q is supposed to be zero. Positiveq values are expected to reduce
the 3-D and rotational effects.

The extension of the model for turbulent flow is straightfor-
ward. The main difference compared to the equations already pre-
sented is the introduction of the eddy viscosity in the diffusion
term of the ‘‘2-D’’ Navier-Stokes operatorN.

Validation of the Quasi-3D Assumptions
To investigate whether the quasi-3D assumptions are approxi-

mately valid in the viscous boundary layer close to the airfoil a
full 3-D computation is performed on a single rotating blade en-
closed in a tube between two cylinders as described in~Hansen
et al. @12#!. The blade is non-tapered, non-twisted and based on
the NACA63-415 airfoil. The pitch setting is 0 degrees. The inner
and outer radial boundaries are 1 and 20 chords from the rota-
tional axis, respectively. Only the blade mid-section is investi-
gated, i.e., 10 chords from the cylindrical boundaries. The inflow
velocity Vz and the rotational speedV is specified to give a geo-
metrical angle of attack of 15 degrees and a Reynolds number of
1.553106 at the mid-span. Thek-v, SST turbulence model, see
Menter @13#, is used and the flow is assumed turbulent from the
leading edge. At mid span the computation show a trailing edge
separation starting at approximately 50 percent chord. In the sepa-
ration bubble the radial velocity becomes quite high with a maxi-
mum value of 0.8 times the local rotational speed,Vr , of the
blade.

The present investigation is limited to the assumptions made for
the first radial derivatives of the velocity components~first line of
Eq. ~8!!. Due to quite high angles of attack in the inboard part of
the blade the solution never becomes stationary, but at a certain
time two residuals are computed denoted RES1 and RES2. RES1
is the residual for the continuity equation~1! and RES2 denotes
the residual for the modified continuity equation~9!, where the
quasi-3D assumptions have been applied. Within a circle of a
radius of 1 chord around the mid-section airfoil the maximum
value of RES1 is 164 times bigger than the maximum absolute
difference between RES1 and RES2 verifying the quasi-3D as-
sumption for the radial derivative of the radial velocity compo-
nent. To investigate the validity of the assumption on]Wz /]r the
following ratio, R1 , is calculated in all computational cells within
the boundary layer, the denominator expressing some norm of the
local Wz gradient.

R15
u]Wz /]r u

u]~Wz /r !/]Qu1u]Wz /]zu1u]Wz /]r u
(16)

In a similar way the following ratio,R2 , is used regarding
](WQ /r )/]r

R25
u]~WQ /r !/]r u

u]~WQ /r !/]r u1u]~WQ /r !/]zu1u]~WQ /r 2!/]Qu
(17)

At mid-span the average values ofR1 andR2 in the vicinity of the
blade, i.e., in the viscous region, are 2.1831022 and 1.87
31022, respectively, suggesting that the quasi-3D assumptions
are well satisfied in this case.

Fig. 1 Velocity triangle at the „z,Q… plane
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Brief Description of the Unsteady Quasi-3D Navier-
Stokes Solver

The equations of the quasi-3D model~9!–~12! are numerically
integrated by means of an unsteady, implicit, matrix-free, pressure
correction algorithm. The matrix free pressure correction solver
employs a conjugate gradient scheme, which is suitable for prob-
lems with nonsymmetric characteristic matrix. Spatial discretiza-
tion is performed on C-type structured body fitted meshes em-
ploying second order accurate numerical schemes. For turbulent
flow computation the standardk-v ~Wilcox @9#! is employed. The
model is equipped with wall function-type boundary conditions
for coarse grid computations. Transition may be either fixed or
free. Details on the basic 2-D code can be found in Chaviaropou-
los @14#.

Results and Discussion
Having performed one full 3-D Navier-Stokes computation,

which indicated that the quasi 3-D assumptions seem reasonable,
numerical results are now presented for laminar as well as turbu-
lent flows using the quasi 3-D method. The boundary conditions
employed in both cases are of the isolated airfoil type~undis-
turbed flow conditions at the far-field boundary, periodicity ef-
fects on the blade-to-blade surface are not taken into account!.
The laminar flow results are mainly explored to identify the trig-
gering mechanism of the 3-D and rotational effects. The turbulent
flow results are used for expressing correction laws for the lift,
drag and pitching moment coefficients of the NACA 63-2-15 air-
foil. It is noted that the NACA 63-2-XX family is one of the
favorites of the wind turbine blade manufacturers. Finally, a BEM
computation is shown, where the empirical corrections have been
used to correct pure 2-D airfoil data and it is seen that this im-
proves the results considerably, especially at the high wind speed
regime, where the blades are stalled.

Quasi-3D Computations for Laminar Flows
Quasi-3D results are presented for the NACA 0015 airfoil at a

Reynolds number of 400 and at an angle of attack of 15 degrees.
The choice of a rather low Reynolds number was intentional for
producing a ‘‘stable’’ separation bubble to facilitate the investiga-
tion. Several parametric runs have been performed in terms of the
c/r ratio @0, 0.1, 0.2, 0.3# and the twist angle@0, 10, 20 degrees#.
A C-type 197341 grid with 150 nodes on the airfoil has been
used in all cases. The mean distance of the first grid-line from the
airfoil is 531024c. With the exception of thec/r 50 case, which
presented a little unsteadiness, all calculations resulted in a steady,
converged, solution where the L2 residual norms of all equations
dropped at least five orders of magnitude from the free-stream
initialization. The calculated liftCl and dragCd coefficients
~mean values in time, when needed! increase withc/r and de-
crease with the twist angle faster than linearly. For thec/r 50.3
and twist50 degrees case the lift coefficient is nearly doubled
compared to pure 2-D results (c/r 50).

The increase of lift and drag is better understood considering
Fig. 2 where the pressure coefficientCp and the skin frictionCf
are plotted againstx/c for the zero twist angle runs. It is seen that
although the flow remains massively separated in all cases~actu-
ally the separation point location is not really affected byc/r ! the
suction side distribution of the pressure coefficient moves rapidly
towards lower levels asc/r increases. The lift coefficient and the
pressure drag, contributing to the total drag, are therefore in-
creased. The significant drop of the pressure coefficient along the
suction side can be interpreted as follows. Consider the contour
plot detail of theW2D magnitude~the in-plane component! shown
in Figs. 3~a! and 3~b! corresponding to thec/r 50 andc/r 50.3
cases. It is evident that the volume of the separation bubble cor-
responding toc/r 50.3 is much reduced compared to the 2-D
(c/r 50) result. At the same time a strong radial velocity compo-
nent is developing within the separation bubble when the 3-D

effect is present, see Fig. 4 for the contour plots ofWr . As al-
ready discussed earlier, the development of this strong radial ve-
locity field is due to the production term of the radial momentum
equation and this term becomes significant in the presence of a
separation bubble. The continuity and the axial momentum bal-

Fig. 2 Influence of the c Õr ratio on „a… the pressure and „b… the
skin friction coefficient of the NACA 0015 airfoil in laminar flow.
ReÄ400, aÄ15 degrees, twist Ä0 degrees.

Fig. 3 Laminar flow around NACA 0015, Re Ä400, aÄ15 de-
grees, twist Ä0 degrees. Contour plots of the in-plane „W2D…

velocity magnitude, „a… 2-D flow, „b… c ÕrÄ0.3. Contour step
Ä0.1.
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ance imply that mass is sucked out of the~Q, z! plane to compen-
sate for the developing radial component. Thus, the separation
bubble is reduced, the flow is compressed along the suction side
of the airfoil and the pressure level drops proportionally there.

Quasi-3D Computations for Turbulent Flows
Turbulent flow results are presented for the NACA 63-2-15

airfoil at Reynolds number 2 million, a rather characteristic num-
ber for a wind turbine blade section. All calculations have been
performed using thek-v model with wall functions, assuming
fully turbulent flow conditions. A series of parametric runs has
been performed in terms of thec/r ratio and the twist angle as
presented in Table 1. It is seen that two sets of angles of attack
have been used, called SET1 and SET2. SET1 is wider, including
angles of attack from 5 to 29 degrees with steps of 1 degree, while
SET2 includes selective values focusing on the stall–post-stall
regime. A C-type 197345 grid with 145 nodes on the airfoil has
been used in all cases. The mean distance of the first grid-line
from the airfoil is 231024c. For thec/r 50 case steady results,
corresponding to converged solutions, have been obtained for
angles of attack lower than 13 degrees. Convergence is assumed
when the L2 residual norms of all equations are dropped four
orders of magnitude starting from the potential flow initialization.
A periodic variation of the load coefficients is obtained at higher
angles of attack. The load coefficients presented below for those
cases represent mean values in time. The amplitude of the peri-
odic oscillations is, however, reduced asc/r increases. This is
probably due to the reduction of the separation bubble volume, as
explained earlier.

The calculated values of the liftCl, dragCd and pitching mo-
ment Cm coefficients, corresponding to thec/r 50 ~viscous 2D!
and thec/r 50.3 ~viscous 3D! cases, are presented versus the
angle of attack in Fig. 5 for the 0 degrees twist angle. The corre-
sponding inviscid values are plotted in the same figure. Note that
the ‘‘inviscid’’ label at theCd plot corresponds to the minimum
drag value of the 2-D runs for reasons which will be explained
below. It is seen that quasi-3D lift curve lies between the corre-
sponding inviscid and 2-D values while both the drag and pitching
moment curves are well above the corresponding 2-D values. As
expected, the differences between the 2-D and the quasi-3D
curves are more pronounced at higher angles of attack. Looking
for a semi-empirical correction law for the load coefficients we
adopt the idea of Snel et al.@6# to express the 3-D correction of the lift coefficient as a fraction of the differenceDCl between the

inviscid valueCl,INV and the corresponding 2-D valueCl,2D . The
obtained results forCd andCm suggest that a similar correction
law can be used for the 3-D effect on the drag and pitching mo-
ment coefficients as well. In addition, the influence of the twist
angle, not present in the analysis of Snel at al., could be intro-
duced through theDCl multiplier. In view of the above the fol-
lowing correction law is proposed:

CX,3D5CX,2D1a~c/r !h cosn~ twist!DCX ; X5 l,d,m (18)

where

Fig. 4 Laminar flow around NACA 0015, Re Ä400, aÄ15 de-
grees, twist Ä0 degrees. Contour plot of the radial velocity com-
ponent Wr . Contour step Ä0.1.

Fig. 5 2-D and quasi-3D load coefficients versus angle of at-
tack, „a… CI, „b… Cd, and „c… Cm. NACA 63-2-15, ReÄ2Ã106, fully
turbulent flow, twist Ä0 degrees.

Table 1 Parametric quasi-3D runs for the NACA 63-2-15 airfoil

c/r 50 c/r 50.1 c/r 50.2 c/r 50.3

twist50 deg SET 1 SET 2 SET 2 SET 1
5 deg SET 2

10 deg SET 2
15 deg SET 2
20 deg SET 2

Set 1:a @5 To 29 deg, Step 1 deg# Re52 mil., Fully Turbulent
Set 2:a@12, 15, 20, 25 deg# Re52 mil., Fully Turbulent
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DCl5Cl,INV2Cl,2D

DCd5Cd,2D2Cd,2D-MIN (19)

DCm5Cm,2D2Cm,INV

The three constants of the modela, h, andn are calibrated using a
best-fit procedure on the computational data base. This procedure
resulted in the following numbers,a52.2, h51, n54. For the
NACA 44XX series Snel et al.@6# proposed the valuesa53 and
h52, however as they state in their paper theDCl multiplier is
probably airfoil and Reynolds dependent. The lift, drag and pitch-
ing moment curves resulting from the above model are also shown
in Fig. 5 under the label ‘‘reproduced’’ and, in general, compare
well with the quasi-3D results.

The physical mechanism producing the airfoil overloading has
already been discussed in the laminar results section. To illustrate
the statement the calculated pressure and skin friction coefficients
for different values ofc/r and twist angles are presented versus
x/c for 15 degrees angle of attack in Fig. 6. It is seen that no
significant variations ofCf are encountered in the attached part of
the flow while the location of the separation point is practically
unaltered. Nevertheless, the pressure coefficient along the suction
side of the airfoil drops to lower levels asc/r is increased, in-
creasing the lift and the pressure drag contribution to the total
drag.

Finally, to test the correction formulas~18! and ~19! a BEM
computation is performed on a Bonus 300 Combi stall regulated
wind turbine. The rotor is comprised by three LM14.2 blades,
the diameter is 31 m the pitch is zero and the rotational speed is
31 rpm. The LM14.2 blade is based on NACA63-4XX and
NACA63-2XX airfoils. Measured 2-D lift and drag coefficients
for the NACA63-415, NACA63-418, NACA63-421, NACA63-
212, NACA63-215 and NACA63-218 airfoils are found in Abbott

and Doenhoff@15#. In the absence of measured data beyond 20
degrees angle of attack an extrapolation procedure is employed
which is standard in wind engineering practice. It is assumed that
all the applied airfoils are equally loaded at high angles of attack
and that their load coefficients are those presented in Table 2. The
results of the BEM model are presented in Fig. 7, showing the
computed power curve with and without corrections. It is seen
that the power is underestimated compared to measurements when
the uncorrected 2-D airfoil data are used. Using the suggested
value h51 helps to increase the power for high wind speeds
while usingh51.3 excellent results are obtained. It must be em-
phasized that the BEM results depend on the airfoil data and thus
also on the data assumed for the high angle of attack regime. It is
very clear, however, that the suggested 3-D corrections improve
considerably the results at high wind speeds where the flow is
separated. At the low wind speed regime where the flow is at-
tached no corrections are actually needed. The measured power
curve is found in Petersen@16#.

Conclusions
Navier-Stokes modeling is used to identify and quantify the

influence of rotational and three-dimensional effects on the load-
ing of wind turbine blades. A quasi-3D flow model is established
and an existing 2-D incompressible Reynolds averaged solver has
been suitably enriched with a simplified radial momentum equa-
tion and source terms to account for three-dimensional and rota-
tional effects. The equations of the model are derived from the
3-D incompressible Navier-Stokes equations, expressed in the cy-
lindrical coordinate system, taking mean radial values and making
consistent assumptions for the mean values of the radial deriva-
tives. The main aim of this effort is to provide insight to the
physical mechanisms driving these effects and to express appro-
priate semi-empirical correction laws for the load coefficients of
airfoils mounted on wind turbine blades.

Theoretical considerations and numerical experimentation im-
ply that the two most important parameters that trigger three-

Fig. 6 Influence of the c Õr ratio on „a… the pressure and „b… the
skin friction coefficients. NACA 63-2-15, Re Ä2 mil, aÄ15 de-
grees, fully turbulent flow. Twist Ä0 degrees.

Fig. 7 Measured and computed electrical power for a Bonus
300 Combi wind turbine using ‘‘pure’’ 2-D airfoil data and using
the same data corrected for 3-D rotational effects, Eqs. „18… and
„19…

Table 2 Assumed airfoil data for high angles of attack

a Cl Cd

25 0.95 0.35
30 1.00 0.48
40 1.00 0.70
50 0.90 0.90
70 0.50 1.15
90 0.00 1.30
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dimensional effects are the chord by radii ratio and the twist angle
of the considered blade section. It also appears that these effects
do not influence the aerodynamic performance in the attached
flow regime significantly, while they play an important role at
higher angles of attack where the flow is massively separated.
Results presented for both laminar and turbulent flows indicate
that when the flow separates the Coriolis force sucks mass from
the separation bubble and redirects it to the radial direction, lead-
ing to a relative reduction of the volume of the separation bubble.
The reduction of the bubble volume produces a pressure drop
along the suction side of the airfoils increasing, thus, the blade
loading.

Systematic turbulent flow computations have been performed
for the NACA 63-2-15 airfoil, at a realistic Reynolds number for
wind engineering applications, and semi-empirical correction laws
are proposed for its load coefficients. Comparing calculated and
measured power curves of a stall controlled wind turbine it is
shown that the suggested correction laws may improve signifi-
cantly the accuracy of the predictions.
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Nomenclature

a, h, n 5 constants of the quasi-3D correction law
c 5 airfoil chord

Cl, Cd, Cm 5 lift, drag, and pitching moment coefficients
Cp, Cf 5 pressure and skin friction coefficient

N 5 Navier-Stokes operator
p 5 pressure
q 5 work distribution constant
r 5 position vector

Re 5 Reynolds number
s 5 length in the peripheral direction
t 5 time

V 5 velocity vector, absolute frame
W 5 velocity vector, relative frame

x, y 5 airfoil-fitted coordinates
z, r, Q 5 cylindrical coordinates

a 5 angle of attack
g 5 twist angle
n 5 kinematic viscosity
r 5 fluid density
F 5 pressure-like term
V 5 rotational speed

Subscripts

2D 5 two-dimensional properties
3D 5 three-dimensional properties

INV 5 inviscid
MIN 5 minimum value

t 5 stagnation properties
z, r, Q 5 cylindrical components

` 5 far-field properties

Superscripts

2 5 mean radial value
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Aerodynamic Torque of a Butterfly
Valve—Influence of an Elbow on
the Time-Mean and Instantaneous
Aerodynamic Torque
Many technological devices use butterfly valves to control the flow of the process or as
safety unit. The principal advantages of this type of valve are their simplicity, their low
cost, their speed of closing and the weak pressure drop which they produce when they are
completely open. For installations of large size, the actuator of the valve can be very
expensive; thus it is essential to know well the fluid forces and the resulting torque exerted
on the valve. Consequently, the variation of the shaft torque of the butterfly valves ac-
cording to the opening is of great interest to calculate the power of the actuator. Initially
the flow around the valve is characterized by means of hot wire anemometry. It is noted
that the disturbances induced by the elbow and/or the valve are felt until a distance from
approximately 8 times the pipe diameter. A method of direct measurement by torquemeter
and an indirect method by integration of the pressure forces on the faces of the valve give
access to the time-mean and instantaneous torque on the valve shaft. Comparisons be-
tween the direct and indirect measurement of the torque are made before engaging the
analysis of the results. Close to the full opening, the torque presents fluctuations harmful
to suitable lifespan of the valve. Compared to the straight pipe case, the temporal and
spectral analyses of the instantaneous torque prove that the elbow induces important
fluctuations when the valve is completely open. Several tests carried out according to the
valve/elbow spacing show that these effects disappear beyond a distance from 8 to 10
times the diameter of the pipe.@S0098-2202~00!02902-3#

1 Introduction

Butterfly valves are common industrial piping components,
which are used for flow control or safety equipment in a variety of
processes,~Eom @1#, Silvester@2#, and Morris et al.@3,4#!. A but-
terfly valve consists of three basic components: the valve seat, the
valve disk, and the supporting shaft. Because of its simple me-
chanical assembly, and the small flow resistance of the disk in the
fully open position, butterfly valves provide a relatively high flow
capacity. Moreover, they are compact and lightweight, low cost in
comparison to the other devices of comparable size, and their
simple rotational action means that they are easily combined with
actuators. More recently, the fluid torque has received attention
for on/off applications in which quick with high security closure is
essential. An accurate knowledge of the fluid dynamic forces act-
ing on the valve disk, including the time average and fluctuating
aerodynamic torque, is required to design the actuator in this low
tolerance application~Fig. 1!.

Kurkjian and Pratt@5# indicate that the total shaft torque re-
quired to operate butterfly valves can be separated into four major
components:

• The seating-friction torque results from the mechanical fric-
tion between the disk edge and the waterproof seat.

• The bearing torque results from the load of line pressure act-
ing on the valve disk and transmitted by the valve shaft to the
bearings.

• The hydrostatic torque is attributable to the hydrostatic pres-
sure forces in terms of the height of a fluid and induced by the

difference in head vertically across a horizontal line. This static
torque occurs at intermediate positions of disk only when its axis
is horizontal.

• The aero or hydrodynamic torque is the result of forces pro-
duced by the fluid.

For economical and convenient reasons, in most cases, the pip-
ing systems are very compact. Consequently, the valve is gener-
ally placed in critical spots near a bifurcation, an elbow, a tank or
a centrifugal pump. As noted by Morris@6#, many of these piping
geometries have an influence on the operating characteristics, on
the pressure drop and especially on the average and fluctuating
torque.

The object of this research is to analyze the fluctuations of the

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
October 8, 1999; revised manuscript received February 16, 2000. Associate Techni-
cal Editor: D. R. Williams. Fig. 1 Forces acting on a butterfly valve
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instantaneous torque according to the valve/elbow spacing, of the
aperture of the valve and to make recommendations for the instal-
lation of this kind of flow control unit.

2 Experimental Facilities and Methodologies

2.1 Wind Tunnel Facility Description. Several experi-
ments have been conducted to measure the torque characteristics
of a three-dimensional butterfly valve, which is a 1/6 model of a
commercially available valve. The tests were conducted in a
modular air circuit driven by a 10,000 m3/h centrifugal fan and a
variable speed motor. The test pipe is 0.3 m in diameter. At the
entry of the circuitry we can place either a straight pipe or a 90
deg elbow at variable distance from the valve.

A schematic view of the experimental facility is depicted in
Fig. 2.

The valve disk anglea, can be continually set from the fully
open positiona50 deg to the closurea590 deg. The flow rate is
measured with a Wilson crossflow meter placed at outlet of the
fan to free itself from the disturbances induced by the valve or the
elbow. The inlet duct Reynolds number, Re5VdD/n, varies
through the range 5.03104,Re,106.

We have studied the influence of an elbow of curvature radius
RC52/3 D located 1 to 8 diameters upstream the valve on the
time average and on the fluctuating torque. As in most industrial
plants the valve shaft is in the elbow plane.

2.2 Torque Measurement Methods. The shaft of the
model is supported by ball bearings. Therefore, as soon as the
valve is sufficiently opened, the bearing and seal torques are in-
significant in comparison to the aerodynamic torque. As the axis
of the valve is vertical, the hydrostatic torque is null. The aerody-
namic torque is determined by two distinct methods: either it is
measured directly with a torque transducer attached to the valve
shaft, or it is calculated by integration of the instantaneous pres-
sure forces acting on the two faces of the disk. The nondimen-
sional torque coefficientCT(a,t) is that one used by Solliec and
Danbon@7#:

CT~a,t !5
T~a,t !

1
2 r•Vd

2
•D3

(1)

For the statistical analysis of the torque coefficient, we will also
use the rms of the torque which is defined in the following:

sc5A~CT~ t !2CT!2 (2)

Direct Measurement. The first method used to measure the
torqueT(a,t) is based on a strain gauge torquemeter, which has a
range from 0 to 12 Nm. The measurement principle is based on

the torsion of a cantilever beam attached to the valve shaft at one
end and held at the other one by a ball bearing. The socket exten-
sions are instrumented with strain gauges wired into a Wheatstone
bridge circuit which gives a voltage output proportional to the
aerodynamic torque. The sensitivity of the torquemeter given by
manufacturer is 2 mV/V. Thus, for 10 V full-scale output and an
operating range supply of 0-12 Nm, the sensitivity is 0.6448 Nm/
mV60.0017 Nm/mV with 95 percent of confidence. We have
checked the manufacturer calibration, by testing the torquemeter
in pure torsion on a specific test bench. We find a sensitivity very
close to that reported.

The extensometry principle requires that the beam of the
torquemeter presents a finished stiffness. Taking into account the
flow fluctuations, the low mechanical stiffness of the valve/
torquemeter unit involves vibrations of the valve by aero-
mechanical coupling. Thus, only the time average torque is di-
rectly accessible by this method.

The correct measurement of the torque fluctuations with such
an apparatus requires knowing the mechanical transfer function of
the system and to extract it in the frequential field. The measure-
ment of this transfer function is not easy. For such measurements,
it is thus safer to use the indirect method.

Torque Measurements by Integration.The instantaneous pa-
rietal pressures forces acting on the valve disk are integrated to
calculate the resulting torqueT(a,t). The instantaneous pressures
are obtained by means of a system of two piezoresistive multi-
channel transducers~range 2500 and 17,000 Pa, resolution 0.01
percent FS! distributed by the American company Pressure Sys-
tem Incorporated. Both surfaces of the valve are covered by 28
pressure taps.

Each piezoresistive pressure scanner has 32 channels which can
be digitally addressed at the maximum rate of 20,000 readings/s
with an electronic device. This pilot has been especially devel-
oped for synchronous fluctuating pressure measurements by Sol-
liec and Mary@8#. The output voltage of each sensor is transmitted
sequentially to the A/D card installed in a PC.

Pressure taps are connected to the scanner with identical vinyl
tubes of 0.8 mm in diameter and 0.6 m in length which are
brought outside the valve body through its shaft, Fig. 3. Static
calibration done for each pressure channel shows that the electri-
cal response of the transducer is proportional to the pressure. On
each vinyl tube, a calibrated pneumatic restrictor creates a pres-
sure drop to ensure the good frequency response and the anti-
aliasing filtering of each pressure sensor up to 100 Hz, see also
Solliec and Mary@8#. Thus, the maximum frequency response of
all the 56 pressure lines is 100 Hz. The time lag between the A/D
conversions is lower than 2 ms, the sampling rate is 200

Fig. 2 Schematic view of the test bench and nomenclature
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readings/s, with a sampling duration of 40 s. Figure 3 shows the
valve model equipped with its pressure scanners.

The static pressure taps are distributed from the edges of the
disk to the central part, to take into account the pressure distribu-
tion from the trailing and the leading edges, Fig. 4. The shape of
the valve enabled us to install pressure taps very close to the valve
disk edges. This pressure tap distribution is important because the
higher pressures are obtained near the edges of the disk and hence
strongly influence the torque calculation due to the important le-
ver arm.

The torqueT(t) is calculated by finite elementary surface area
integration, see Eq.~3! and Fig. 4.

T~ t !5(
i 51

56

Pi~ t !3Si3 l i (3)

With this method the valve could be steadily locked on the test
bench. Consequently, the model cannot rotate and there is no ef-
fect of the mechanical vibrations of the valve or of the test bench
on the measurements quality. This method is then more suitable
than the direct one to study the origin and the magnitude of the
aerodynamic buffeting of the valve.

Note that with this indirect method the influences of viscous
forces are neglected. Comparisons between the two methods have
been done to verify the validity of this measurement method. Re-
sults will be presented in a later section.

3 Aerodynamic of the Butterfly Valve

3.1 Introduction. The flow around the three-dimensional
butterfly valves has not been studied in depth. Except the numeri-
cal simulations carried out by Huang and Kim@9# only few pub-
lications cover this subject. Because of the strong three-

dimensionality of the flow, the analysis of the flow characteristics
are not easy, particularly when the valve is partially open or lo-
cated in a critical spot.

We present in the following a relatively detailed aerodynamic
analysis of the flow characteristics downstream of the valve when
it is fully opened and closed with an angle of 30 deg. Several
velocity profiles are carried out in two orthogonal median plans, at
several coordinatesx/D varying from 0 to 11 in presence or in
absence of the elbow and with or without the valve. Each radial
profile is made up of 27 measuring stations.

These results will be then discussed and compared with those
obtained for the fluctuating aerodynamic torque. Taking into ac-
count the number of points of measurement necessary to process
each configuration, only the critical valve/elbow spacing of one
diameter (x/D51) and the two openings,a50 and 30 deg are
studied.

Velocity fields are investigated by a hot wire anemometer
which is controlled by a Flowlite unit distributed by Dantec Mea-
surement Technology. The sampling time is one minute with an
A/D conversion rate of 600 Hz.

3.2 Velocity Fields in Presence of the Valve

Full Opening of the Disk. Before analyzing the flow around
the valve and the efforts induced, a first series of measurement
was carried out to check the quality of the flow in the test bench.
Figure 5 represents the radial velocity profiles and the turbulence
intensity at different cross sections in the straight pipe configura-
tion. Measurements are taken without the valve fromx/D50 ~fu-
ture location of the elbow exit! to 11. The upstream pipe length
starting from the future valve location~i.e., x/D51! is of 11
diameters.

At x/D50, the measured flow is quite similar to a fully devel-
oped turbulent flow. The turbulence intensity is relatively constant
along the radius and remains lower than 5 percent.

In the case of the straight pipe, Fig. 6, we can observe that the
flow downstream of the valve is disturbed little by the valve. The
flow detaches very weakly since the wake is hardly thicker than
the valve. The flow restored downstream the valve at a distance
equal to approximately 4 times the diameter of the pipe.

Figures 7 and 8 represent the velocity and the turbulence inten-
sity profiles in two orthogonal plans betweenx/D50 up to 11
when a 90 deg elbow is added atx/D50. The elbow induces
strong distortions of the velocity and turbulence intensity profiles
in both the vertical and horizontal plans. An area of flow detach-
ment is observed in the inside of the elbow, starting from the inner
radius. These disturbances are particularly important at the future
valve location (x/D51) and are extended until at least 8 to 10D
downstream this section in the two directionsy andz. Thus, it is
noted that the valve is located in a particularly critical spot with
strong three-dimensional flow instabilities.

Fig. 3 Photography of the valve model „1Õ6… with its pressure
taps and scanners

Fig. 4 Pressure taps location and cross section of the valve
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Fig. 5 Velocity and turbulence intensity in the median horizontal plane-straight pipe con-
figuration „VdÄ40 mÕs, uncertainty in UÄÁ2 percent …

Fig. 6 Velocity and turbulence intensity profiles in the median horizontal plane-straight
configuration „VdÄ40 mÕs, aÄ0 deg, uncertainty in UÄÁ2 percent and in aÄÁ1 deg …

Fig. 7 Velocity and turbulence intensity profiles in the median vertical plane-elbow configu-
ration „VdÄ40 mÕs, uncertainty in UÄÁ2 percent …

Fig. 8 Velocity and turbulence intensity profiles in the median horizontal plane-elbow con-
figuration „VdÄ40 mÕs, uncertainty in UÄÁ2 percent …

Fig. 9 Velocity and turbulence intensity profiles in the median vertical plane-elbow con-
figuration „VdÄ40 mÕs, aÄ0 deg, uncertainty in UÄÁ2 percent and in aÄÁ1 deg …
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When the valve is installed, comparison of Figs. 7 and 9 shows
that the flow in the vertical plan remains very similar to that one
without the valve.

In the median horizontal plan, Fig. 10, we do not observe any
major disturbance created by the valve. The wake of the valve is
completely drowned in the disturbances produced by the elbow.

Velocity field for the valve at 30 deg.When the valve is 30
deg opened, Fig. 11, the flow downstream the valve is extremely
complex and strongly three-dimensional. The flow is disturbed up
to a distance much more important than for the fully opened po-
sition. The length of re-establishment of regular flow is of ap-
proximately 10 times the diameter of the pipe. With this opening,
the flow is much more disorganized than for the fully opened
position of the valve until an important length downstream. The
turbulence intensity reaches a maximum of 40 percent in the part
of the wake corresponding to the downstream face of the profile.
We also observe an important increase of the average velocity in
the part of the wake located downstream the trailing edge of the
profile.

When the elbow is added, Fig. 12, the downstream flow pre-
sents an important radial gradient of velocity and turbulence in-
tensity. There is combination of the effects due to the elbow and
those of the valve. However, the flow is also restored at 10 diam-
eters downstream of the valve.

4 Torque of a Butterfly Valve Located in a Straight
Pipe Section and Downstream of an Elbow

4.1 Time-Mean Torque. Except for the work of Morris and
Dutton @10,11#, who conducted an exhaustive experimental inves-
tigation on a butterfly valve downstream of a mitered elbow, no
extensive study of fluid torque acting on butterfly valves located

in an industrial piping system has been done. Like them, we focus
our intention on the influence of a 90 deg elbow on the aerody-
namic torque. We describe the influence of elbow on the time-
mean and also on the instantaneous torque coefficient. In all cases
the valve shaft is, as in most industrial plants, in the elbow plan.
The valve is set up from one to eight diameters downstream of the
elbow exit.

Preliminary tests have shown that the torque coefficient remains
constant when the Reynolds number is higher than 6 105, see
Solliec and Danbon@7#. Thus respecting the similarity, the ex-
trapolation of the results to large diameters, to others fluids or to
different velocities is possible.

The time-mean torqueT(a), normalized by the peak torque
valueTmax5T(30 deg), is plotted on Fig. 13 for the straight pipe

Fig. 10 Velocity and turbulence intensity profiles in the median horizontal plane-elbow
configuration „VdÄ40 mÕs, aÄ0 deg, uncertainty in UÄÁ2 percent and in aÄÁ1 deg …

Fig. 11 Velocity and turbulence intensity profiles in the median horizontal plane-straight
pipe configuration „VdÄ40 mÕs, aÄ30 deg, uncertainty in UÄÁ2 percent and in aÄÁ1 deg …

Fig. 12 Velocity and turbulence intensity profiles in the median horizontal plane-elbow
configuration „VdÄ40 mÕs, aÄ30 deg, uncertainty in UÄÁ2 percent and in aÄÁ1 deg …

Fig. 13 Time-mean torque coefficient as a function of the
valve disk angle „uncertainty in TÄÁ2 percent and in aÄÁ1
deg …
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case. The curve gives the evolution of the mean torque with the
valve disk opening. For this valve design, the maximum torque
occurs at 30 deg. Although the geometry of the valve is not the
same one, this value of angle where the maximum appears is close
to that obtained by other authors like Bryer and Walshe@12#.

Figure 14 shows the effect of the elbow on the average torque.
It appears that for both this position and this orientation of the
valve, there is only a very little modification induced by the pres-
ence of the elbow.

The torque coefficientCT is a linear function of the valve angle
opening for angles lower than 40 deg. The very small flow rate

obtained near the valve closure creates strong inaccuracy in the
flow rate measurement, consequently we do not present any re-
sults for angles greater than 60 deg.

4.2 Comparison Between the Direct and Indirect Mea-
surement Methods. As mentioned previously, only the indirect
method of torque measurement gives easy access to the torque
fluctuations. Before carrying on the experiments we have checked
that this method of measurement gives the same results as that by
torquemeter. Measurements are carried out on the same valve
model equipped successively with the pressure scanners and with
the torquemeter.

The mean torque coefficientCTP , calculated by pressure inte-
gration, is compared to thatCTD directly measured with the
torquemeter. Results, plotted in Fig. 15, show a relatively good
consistence between the two methods.

The difference between the two measurement methods can be
explained by the low number of pressure taps used to calculate the
torque. In fact, the inner diameter of the valve shaft does not give
enough places to thread more than 28 vinyl tubes in each shaft
extremity. However, the discard between these two different ap-
proaches is of less than 5 percent.

According to these results, we can also conclude that for the
two aperturesa50 and 30 deg the viscous forces are negligible in
comparison to the pressure forces. Thereafter all the results pre-
sented herein were obtained by the indirect method.

4.3 Fluctuating Torque

Time History of the Torque Coefficient.Figures 16 and 17
show the instantaneous torque coefficient fluctuations, ata50 and
30 deg in the straight pipe configuration and in presence of an
elbow located at a variable distance varying from 1 to 8 diameters
upstream from the valve.

The average value of the torque remains unchanged for all the
distancesx/D tested here. On the contrary, the torque fluctuations
are strongly dependent on this distance.

We can also observe that near the open position, the torque
coefficient changes randomly in sign. These fluctuations and the
change of sign are induced by the nonsynchroneous pressure fluc-
tuations on the two valve faces.

As reported by several authors, for example, Strzelecki et al.
@13# the flow field downstream of an elbow is extremely complex.
At low Reynolds number it exhibits Dean vortices, rotating coun-
terclockwise eddies, and Go¨rtler instabilities. Visualizations re-
ported by this author also show a detached flow region beginning
in the inside radius of the elbow and spreading up downstream.
Figure 18 gives the schematic structure of these vortices in case of
a flow at low Reynolds number.

Fig. 14 Influence of the elbow on the time-mean torque coef-
ficient CTP at x ÕDÄ1 „uncertainties in CTPÄÁ2 deg and in
aÄÁ1 deg …

Fig. 15 Comparison between time-mean torque coefficients
CTP and CTD for different opening angles in the straight pipe
configuration „uncertainties in CTÄ2 percent and in aÄÁ1 deg …

Fig. 16 Time history of the torque coefficient in presence of an elbow located at
x ÕDÄ1 to 8 and in the straight pipe configuration, aÄ0 deg
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These kinds of vortices are also present in turbulent flow but
are not as well organized. If they are not well synchronized, they
may produce nonsynchronous pressure fluctuations on both faces
of the valve and its buffeting if its axis is in symmetry plane of the
elbow.

Mechanical vibrations induced by the flow could produce a
significant random load of the butterfly valve components. It
could result in the valve shaft or body failure by mechanical stress
or in mechanical resonance of the system.

Statistical Analysis of the Buffeting.As demonstrated before,
the torque fluctuations are strongly conditioned by the distance
x/D, see Fig. 19. Beyondx/D58, the rms torque coefficients in
the elbow configuration are at least two times less than those
obtained atx/D51. The disturbances induced by the elbow seem
to disappear downstreamx/D58. This result is confirmed by the

analysis of the velocity and of the turbulence intensity profiles
downstream from the elbow~see Fig. 7!. We also observe that the
rms values for the straight pipe case are slightly greater than those
obtained in presence of the elbow forx/D58. This can be due to
the too short entry length~11 D! in the straight pipe configuration.
Even if the center pipe velocity gives the same flow rate for each
case, the velocity distribution is not exactly the same in the
straight pipe configuration as in the elbow case, see Fig. 5 (x/D
521) and Fig. 8 (x/D57).

Spectral Analysis. The buffeting analysis is also performed in
the spectral domain. The power spectrum of the torque coefficient
is shown in Fig. 20 as a function ofx/D for a50 deg. No fre-
quencies attributable to organized vortex shedding are visible in
the straight pipe case; the power spectrum density is flat. When
the elbow is added and when the spacingx/D decreases from 8 to
1, it appears gradually a frequency band where the energy of the
signal is much more important.

When fully opened and installed near the elbow, the valve is
continuously excited by the flow fluctuations. As the lengthx/D
increases, the vortices are disorganized and less synchronized,
thus the aerodynamic excitation disappears. Beyondx/D58, we
can consider that the disturbances produced by the elbow com-
pletely disappeared.

With 30 deg of incidence, Fig. 21, we also observe a strong
increase of the signal energy forx/D ranging between 1 and 4.
However, the frequency band where the energy is the most im-
portant is broader than previously. There is at the same time ex-
citations of the valve by the vortices produced by the elbow and
weakly by the flow detachments generated by the valve itself.

Beyond x/D56, we can consider that only the flow detach-

Fig. 17 Time history of the torque coefficient in presence of an elbow located
at x ÕDÄ1 to 8 and in the straight pipe configuration, aÄ30 deg

Fig. 18 Flow structure downstream of an elbow

Fig. 19 Root mean square of the torque coefficient according
to the spacing x ÕD and to the valve angle a

Fig. 20 Power spectrum of the torque for aÄ0 deg at different
distances x ÕD
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ments of the valve produce the turbulent excitation. We also no-
tice an increase in the energy of the signal at a frequency close to
65 Hz.

Except for shut off and throttling control applications, this case
of aperture is of less practical interest because this situation ap-
pears only briefly during the fully closed and the fully opened
positions. Nonetheless, it is very important to ensure that the sys-
tem does not enter in mechanical resonance during the opening
and closing of the valve.

5 Conclusion
Measurements of torque on the axis of a butterfly valve were

carried out on a scaled down model installed on a test bench
representing actual installations. Configurations of piping of com-
mon use were tested to analyze the aerodynamic of the valve and
the influence of the geometry on the time-mean and instantaneous
torque.

Concerning the aerodynamic of the valve, we can conclude that
the perturbations created by the valve itself on the downstream
flow have completely disappeared forx/D510. Thus the installa-
tion of a flowmeter for flow control application must be made
beyond this distance.

Several results, giving the influence of the valve opening angle
and of the upstream piping configuration on the magnitude of the
torque, are reported and compared to each other. It is shown that
the presence of an elbow set up upstream of the valve has no
effect on the mean torque values. Using an indirect method for the
torque measurement, we have compared the magnitude of the
fluctuations of the torque coefficient in case of a valve located in
a straight pipe section and in the vicinity of an elbow located
upstream at a variable distancex/D.

The statistical and spectral analyses of the instantaneous torque
show the influence of the elbow on the increase of the energy
level of the fluctuations, and on the modification of the buffeting
frequencies.

The turbulence generated by the elbow and combined with vor-
tex shedding from the leading edges of the valve are responsible
of important instantaneous torque fluctuations. The effects of the
elbow are felt until a distancex/D close to 8, beyond this position
only the flow detachments of the valve, which are less energetic,
arise.

Finally, we recommend to install the valve at a minimum of 8
D downstream of the elbow. If not possible, it is also possible to
close slightly the valve in order to obtain a torque of constant
sign.
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Nomenclature

CT 5 torque coefficient@ #
D 5 nominal pipe diameter@m#
f 5 frequency@hz#

I 0 5 turbulence intensity@ #
Li 5 length @m#
l i 5 elementary lever arm@m#

Pi 5 local pressure on the valve@Pa#
Rc 5 radius of curvature@m#
Re 5 pipe Reynolds number@ #
Si 5 elementary surface@m2#

S( f ) 5 power spectrum@m2/s#
T 5 aerodynamic valve shaft torque@Nm#
t 5 time @s#

U 5 local velocity in the pipe@m/s#
Vd 5 flow rate velocity@m/s#

x 5 distance of the valve from the elbow@m#
y 5 horizontal radial coordinate@m#
z 5 vertical radial coordinate@m#
r 5 air density~r51.18 kg/m3!

sc 5 rms of the torque coefficient@ #
a 5 valve disk angle@°#
f 5 pressure tap diameter@m#
n 5 cinematic viscosity@m2/s#

Subscript

D 5 relative to direct measurement
P 5 relative to indirect measurement
T 5 relative to torque
i 5 time sample or elementary surface indice

max 5 maximum value
ref 5 reference configuration~straight pipe!
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Evaluation of Blade Passage
Analysis Using Coarse Grids
This paper presents the results of a study using coarse grids to analyze the flow in the
impellers of an axial flow pump and a mixed flow pump. A commercial CFD code
(FLOTRAN) is used to solve the 3-D Reynolds Averaged Navier Stokes equations in a
rotating cylindrical coordinate system. The standard k2« turbulence model is used. The
meshes for this study use 22,000 nodes and 40,000 nodes for the axial flow impeller, and
26,000 nodes for the mixed flow impeller. Both models are run on a SPARCstation 20.
This is in contrast to typical analyses using in excess of 100,000 nodes. The smaller mesh
size has advantages in the design environment. Stage design parameters for the axial flow
impeller are, rotational speed 870 rpm, flow coefficientf50.13, head coefficientc50.06,
and specific speed 2.97 (8101 US). For the mixed flow impeller the parameters are,
rotational speed 890 rpm, flow coefficientf50.116, head coefficientc50.094, and spe-
cific speed 2.01 (5475 US). Evaluation of the models is based on a comparison of cir-
cumferentially averaged results to measured data for the same impeller. Comparisons to
measured data include axial and tangential velocities, static pressure, and total pressure.
A comparison between the coarse and fine meshes for the axial flow impeller is included.
Results of this study show that the computational results closely match the shapes and
magnitudes of the measured profiles, indicating that coarse CFD models can be used to
accurately predict performance.@S0098-2202~00!02202-1#

Keywords: CFD, Axial, Mixed, Pump, Impeller

Introduction
Designers are continually being challenged to provide pumps

that operate more efficiently, quietly, and reliably at lower cost.
Key to building these machines is a better understanding of, and
ability to predict their hydraulic and dynamic characteristics. Un-
derstanding and predicting these characteristics requires a detailed
knowledge of the flow fields within the stationary and rotating
passages of the pump. With the advent of more powerful comput-
ers, Computational Fluid Dynamics~CFD! is seeing more and
more use in predicting the flow fields in both the stationary and
rotating passages of turbomachines. Lakshminarayana@1# pro-
vides a review of the techniques that are currently being used, as
well as, an assessment of the state of the art.

Most of the previous work in the area of axial flow machines
has been for compressible flow, and was driven by the gas turbine
industry. Adamczyk et al.@2#, and Furukawa et al.@3# are typical
examples. Examples of incompressible studies of axial flow ma-
chines are Yu et al.@4#, Yang@5#. In both cases, compressible and
incompressible flow, the solutions have been obtained using codes
that are developed in house, using meshes that have in excess of
100,000 nodes, and are run on super computer platforms. The
hardware and time requirements for models of this size are not
suitable for use in day to day design applications.

The present work uses FLOTRAN to obtain solutions for the
flow field and pressure field within the impellers of an axial and a
mixed flow pump. The code is run on a Sun SPARCstation 20,
and the model sizes are 20,000 to 40,000 nodes. The analysis of
the axial flow impeller was done after the impeller was built and
tested. The analysis was performed to assess the suitability of
using coarse grids for predicting impeller performance.

The mixed flow impeller was analyzed during the design phase.
The initial blade geometry was based on the results from a stream-
line curvature code. This initial geometry was then modeled using
FLOTRAN. Results of the CFD code were used to generate plots

of the circumferentially averaged velocity and pressure profiles at
the impeller exit. Using these results the designer modified the
blade, hub, and shroud shapes to improve the pump performance.
The CFD model geometry was modified to reflect the new shapes
and a new solution was generated. The process of modifying the
geometry and generating a new solution required one day, new
solutions were always generated using the previous solution as the
starting point. The blade, hub, and shroud profiles were modified
and reanalyzed a total of five times to produce the desired flow
and pressure characteristics, the results presented for the mixed
flow impeller are for the final geometry, which was built and
tested. The ability to modify the model geometry and obtain re-
sults in one day made using CFD feasible in the design process.

Results presented here include circumferentially averaged
velocity and pressure profiles downstream of the impeller. The
computational results are compared to measured data for both
impellers.

CFD Formulation
FLOTRAN is a finite element based code which solves the

Reynolds Averaged Navier Stokes equations in primitive variable
form. The equations are solved in conservative form using an
equal-order velocity-pressure formulation, which is second order
accurate. The advection terms are handled using a monotone-
streamline upwind technique. The equal-order formulation and the
upwind technique were developed by Rice and Schnipke@6,7#.
The sequential solution of the pressure-velocity equations is based
on the SIMPLER method of Patankar@8#. Turbulence is modeled
using the two equation model of Launder and Spalding@9#. The
near wall node is handled using the law of the wall and the log
law of the wall depending on the value ofy1. For both geometries
considered here the values ofy1 were less than 600. Discussion
of the code and the boundary condition implementation can be
found in the ANSYS theory manual@10#.

Solution convergence is determined by monitoring the normal-
ized rates of change for each dependent variable. The solution is
considered converged when these rates of change have decreased
by three to four orders of magnitude. Typically, the velocities and

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
March 22, 1999; revised manuscript received February 10, 2000. Associate Techni-
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turbulence quantities drop by four orders of magnitude and the
pressure drops by three orders. In addition to the normalized rates
of change, the mass balance for the model is checked, as well as,
the locations and values of the minimum and maximum for each
dependent variable. When all these are stable from one iteration to
the next the solution is considered converged.

For the impeller analyses discussed in this paper the equations
governing the turbulent incompressible flow are formulated in a
rotating reference frame. The continuity and momentum equations
become:

¹"~rU!1
]r

]t
50 (1)

D~rU!

Dt
12rv3U1rv3v3r5rg2¹P1me¹

2U (2)

whereP is modified to account for effects due to rotation, andme
is the linear combination of the kinematic viscosity and the turbu-
lent viscosity derived from thek2« model. These equations
along with the appropriate boundary conditions are solved for the
three components of velocity and the pressure. Boundary condi-
tions used for this analysis include stationary and moving walls,
specified inlet velocities, specified outlet pressure, and periodic
boundaries.

Geometry
The geometry of the axial flow pump is described in detail by

White et al. @11#. The pump is a two stage design with contra-
rotating impellers. The analysis presented in this paper is for the
first stage impeller. Design parameters for the stage are rotational
speed 870 rpm, flow rate 0.32 m3/s, and head rise 4.5 m. These
result in the following nondimensional parameters, flow coeffi-
cient f50.13, head coefficientc50.06, and specific speed 2.97
~8101 US!. Figure 1 shows a perspective view of the impeller.
This particular impeller has the shroud attached to the blade tips,
which eliminates the blade tip leakage flow. The hub radius varies
from 0.064 m at the leading edge to 0.088 m at the trailing edge.
The shroud radius is constant throughout at 0.15 m. The Rey-
nold’s number based on the blade tip speed is 3.83106.

A perspective view of the mixed flow impeller is shown in Fig.
2. This design is a derivative of the axial flow pump described by
White et al.@11#, with the contra-rotating impellers being replaced
with an impeller/stator combination for each stage. The impellers
are still contra-rotating for the mixed flow design. The analysis
presented in this paper is for the first stage impeller only. Design
parameters for the stage are rotational speed 890 rpm, flow rate
0.28 m3/s, and head rise 7.4 m. These result in the following

nondimensional parameters, flow coefficientf50.116, head coef-
ficient c50.094, and specific speed 2.01~5475 US!. As with the
axial flow impeller, the mixed flow impeller has the shroud at-
tached to the blade tips, which eliminates the blade tip leakage
flow. The hub radius varies from 0.037 m at the leading edge to
0.107 m at the trailing edge. The shroud radius varies from 0.126
m at the leading edge to 0.149 m at the trailing edge. The Rey-
nold’s number based on the blade tip speed at the trailing edge is
3.93106.

Due to symmetry, only one of the blade passages for each im-
peller needs to be analyzed. Figure 3 illustrates this blade passage
with the appropriate upstream and downstream extensions. This
becomes the geometry that is modeled in the rotating reference
frame. At the inlet to the domain the axial velocity is a constant
based on the through flow for the pump. The absolute tangential
velocity at the inlet is zero, which implies in the rotating frame the
relative velocity is2rv, and the radial velocity is zero. The inlet
to the solution domain is located approximately six chord lengths
upstream of the blade leading edge. The only specification made
at the outlet is that the static pressure in the absolute frame is
uniform and set to zero. This absolute condition is converted into
the appropriate relative pressure in the rotating frame. This con-
dition is applied roughly eight chord lengths downstream of the
blade trailing edge. Periodic boundaries are used upstream and
downstream of the blade leading and trailing edges, respectively.
For the rotating solid surfaces all of the velocity components are
set to zero. This includes all the surfaces within the blade passage,

Fig. 1 Axial flow impeller

Fig. 2 Mixed flow impeller

Fig. 3 Solution domain
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the nose cone portion of the hub upstream of the blade leading
edge, and a short section of the hub downstream of the trailing
edge. The shroud surfaces upstream and downstream of the blade
passage are stationary in the absolute reference frame. In the ro-
tating frame they are treated as moving boundaries with the axial
and radial components of velocity set to zero and the tangential
component set equal to2r 0v for the shroud, and2r iv for the
hub.

Two meshes are used in the analysis for the axial flow impeller.
One has 22,176 nodes, with 21 nodes blade to blade, 16 nodes hub
to shroud, and 66 nodes inlet to outlet, of which 31 are in the
blade passage. The other has 40,131 nodes, with 21 nodes blade to
blade, 21 nodes hub to shroud, and 92 nodes inlet to outlet, of
which 61 are in the blade passage. The second mesh was gener-
ated to check the sensitivity of the solution to the mesh density.
For the mixed flow impeller the number of nodes is 26,299 nodes,
with 17 nodes blade to blade, 17 nodes hub to shroud, and 91
nodes inlet to outlet, of which 31 are in the blade passage. The
nodes are spaced more closely near the hub, shroud, and blade
surfaces, as well as, near the leading and trailing edges.

The time required to generate the completed FEA models was
approximately 8 hours. The solution for the axial flow impeller
required 400 iterations and 58 hours of CPU time. In the case of
the mixed flow impeller the solution for the initial geometry re-
quired 500 iterations and 85 hours of CPU time. Subsequent up-
dates to the geometry and an updated solution could be obtained
within 24 hours, 8 hours to modify the model and 15 hours to
update the solution. Updated solutions were always started from
the previous converged solution. Having a one day turn around
time allows CFD analysis to be used in the design process.

Results
The results presented in this paper for the axial flow impeller

include comparisons between measured and computed results up-
stream and downstream of the impeller. The upstream plane is 3
chord lengths upstream of the leading edge. The downstream
plane is 0.2 chord lengths downstream of the trailing edge. Up-
stream comparisons are made for the axial and tangential compo-
nents of velocity. Downstream comparisons include axial and tan-
gential components of velocity, static pressure, and total pressure.
Downstream comparisons are also shown for the 20,000 node
model and the 40,000 node model. In the case of the mixed flow
impeller, results include velocity and pressure profiles 0.35 chord
lengths downstream of the impeller. For both impellers the data
presented are circumferentially averaged. Velocity results are ab-
solute and nondimensionalized by the blade tip velocityUt , pres-
sures are nondimensionalized byrUt

2/2, and the radius is nondi-
mensionalized by the shroud radiusr 0 . The measured data
reported for the axial flow impeller is from White et al.@11#. The
velocity and pressure traverse data was obtained using a three hole
probe, total pressure was obtained by combining the velocity and
static pressure results. The measured data for the mixed flow im-
peller was obtained using the same test rig and measurement
techniques.

Figure 4 shows the comparisons for the axial flow pump at the
upstream location. The computed axial velocity is within 10 per-
cent of the measured result. The computed axial velocity profile is
not as developed as the measured profile, which causes the com-
puted profile to be flatter than the measured result. This indicates
that the location of the inlet for the solution domain may need to
be moved further upstream, or an alternative would be to use the
fully developed turbulent profile as the inlet condition. The tan-
gential profiles do not agree as well as the axial profiles. The
difference between the measured and computed result is 2.5 per-
cent of the tip speed, with the computed result lagging the mea-
sured. Some of this difference is due to solving the equations in
the rotating reference frame, where the tangential velocity at the
inlet is specified as a negative value. In addition, the absolute
velocity is obtained by adding the rotational speed to the velocity

computed in the relative frame. Small errors in the relative veloc-
ity, on the order of 5 percent, would account for all the difference
between the computed and measured results. Despite these differ-
ences the computed and measured results both show an increase in
the tangential velocity from the center line to the outer radius.
This preswirl is caused by the rotation of the impeller
downstream.

Figure 5 gives the results of the downstream comparisons
for the axial flow impeller. The axial velocities agree to within
2.5 percent from the hub to the shroud. The axial profile shows the
flow shifted back toward the hub leaving a deficit at the shroud.
The computed results for the tangential velocity show more uni-
form turning of the flow than the measured results. At the hub and
the shroud the tangential velocities show good agreement, differ-
ences midspan are as large as 14 percent. However, the shape of
the tangential velocity profile from hub to shroud is captured by
the computed results. It should be noted that the measurements
were made with the counter rotating impeller downstream of the
measurement location. The counter rotation of the downstream
impeller would tend to reduce the magnitude of the tangential
velocity at the measurement location. However, the model does
not reflect this influence. Both the shape and the magnitude of the
static pressure profile are correctly predicted. The maximum error
is less than 10 percent. The computed total pressure correctly
predicts the shape of the measured profile. The differences in the
magnitude are due to the differences that were seen in the tangen-
tial velocity profiles. The over-prediction seen in the tangential
velocity manifests itself in the total pressure profile. Still, the
maximum error in the magnitude is less than 13 percent.

Figure 6 gives the results of the mesh comparison. Neither plot
shows significant difference between the coarse and fine meshes.
This indicates that it might be possible to use an even coarser
mesh. The advantage of using the coarsest mesh possible is that it
reduces the model generation and solution times. This reduction in

Fig. 4 Nondimensional results, upstream location

Fig. 5 Nondimensional results, downstream location
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time makes it possible to use CFD in an iterative design process.
By way of comparison, the solution for the coarse mesh required
400 iterations and 58 hours of CPU time, the fine mesh required
400 iterations and 111 hours of CPU time.

Figure 7 gives the results of the downstream comparisons
for the mixed flow impeller. The axial velocities agree to within
12.5 percent from the hub to the shroud, with the largest differ-
ence occurring at the hub. The predicted results show a thicker
boundary layer at the hub than the measured results. The mea-
sured results for the tangential velocity show more uniform turn-
ing of the flow than the predicted results. The largest differences
occur at the shroud and are roughly 20 percent. A primary cause
of the difference is the downstream boundary condition in the
computation, which models the shroud as a surface that moves in
the opposite direction of the impeller in the rotating frame. This
moving surface extends to the exit of the solution domain and
would tend to increase the relative tangential velocity, which
would cause a decrease in the absolute tangential velocity in the
vicinity of the shroud surface. However, in the actual pump there
is a stator immediately downstream of the impeller which reduces
the effect of the stationary shroud surface on the flow exiting the
impeller. Away from the shroud surface the tangential velocities
agree to within 8 percent. The maximum error in the static pres-
sure profile is 16 percent and occurs at the shroud surface. Away
form the shroud the error is less than 3 percent. The error at the
shroud is primarily due to the moving surface boundary condition.
The moving boundary causes the relative tangential velocity to be
higher than expected, this higher velocity gives rise to a lower
static pressure in this region. The agreement between the com-
puted and measured total pressure profiles is not good. The dif-

ferences at the shroud surface are caused by the disagreement in
the tangential velocity at the shroud surface. At the hub surface
the differences are due to the disagreement in the axial velocity at
the hub surface. However, the difference in the average total pres-
sure is less than 10 percent.

Conclusions
The following conclusions are based on the results of this

study.

1 Results from the CFD code show good agreement with mea-
sured results for the axial and mixed flow pumps. Both the shape
and magnitude of the velocity and pressure profiles were correctly
predicted.

2 The largest errors were found in the predictions of the tan-
gential velocity, and were due to the downstream boundary con-
ditions used in the models.

3 Using small models, CFD can be used effectively in the de-
sign process. Turn around times of one day are possible using a
work station.
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Nomenclature

g 5 gravitational vector
P 5 modified static pressure
r 5 radius vector
r i 5 hub radius
r 0 5 shroud radius
U 5 velocity vector

Ut 5 blade tip speed
me 5 effective viscosity

r 5 density
f 5 flow coefficient
c 5 head coefficient
v 5 angular velocity vector
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Shot Sleeve Wave Dynamics
in the Slow Phase of Die
Casting Injection
An analysis is carried out on the wave formed during the slow phase of die casting
injection processes. Viscous effects are assumed to be negligible and the problem is
treated two-dimensionally using finite amplitude wave theory. Two commonly used types
of plunger movements are considered, for which all the possible wave profiles are ana-
lyzed in depth as a function of the parameters which characterize the law of acceleration
applied to the plunger, the initial shot sleeve filling fraction, and the geometrical char-
acteristics of the problem. Different relationships between the relevant dimensionless
parameters of the system are proposed, which make it possible to optimize the injection
process, and so reduce the entrapment of air which leads to porosity. The validity of such
relationships is analyzed in detail for different ranges of parameters. Some of the results
obtained for the optimum acceleration are compared with those of other authors and
experimental measurements. Finally, a law of plunger acceleration which would com-
pletely eliminate the air from the shot sleeve at the end of the slow phase of injection and
minimizes the filling time is derived.@S0098-2202~00!02002-2#

Introduction
Die casting in horizontal cold chambers is currently the most

common process for manufacturing near-net shape cast compo-
nents, and allows very high production rates with close dimen-
sional tolerance and a good surface finish. The most common
defect in die casting is porosity, which limits the integrity of the
casting, generally produces low quality casting and makes this
type of process only adequate for parts that do not require heat
treatment~or welding! to conform to the specified mechanical
properties.

There are different mechanisms involved in porosity formation
~Campbell@1#!, although the most important one in die casting is
generally the entrapment of air during the injection process. A die
casting machine is shown schematically in Fig. 1. The molten
metal is injected into a mold from a horizontal shot sleeve in
which the metal is pushed by a plunger. The sleeve is partially
filled with a volume of molten metal and the plunger then moves
the length of the sleeve~plunger stroke!, which is usually fixed. In
the injection process, the initial air in the mold and in the shot
sleeve may be trapped in the molten metal as small air bubbles
that will cause porosity when the metal is solidified. To minimize
air entrapment, the molten metal injection process usually consists
of slow and fast shot phases~Fig. 1!. In the slow shot phase, the
plunger first forces the molten metal to rise and fill the upper
section of the shot sleeve, and then moves at constant speed until
the shot sleeve is completely filled with molten metal. During the
plunger movement, a wave is formed. Experimental observations
by Garber@2# show that a critical plunger speed exists to raise the
wave to the ceiling of the shot sleeve without rolling. Other au-
thors, including Karni@3#, Tszeng and Chu@4#, and Garber@2#,
proposed analytical expressions to obtain this critical speed. If the
plunger reaches a speed higher than the critical one, the wave will
reflect at the shot sleeve ceiling and the front might roll over,
causing air entrapment. On the other hand, if the plunger speed

does not reach the critical speed, the wave might reflect at the end
wall of the chamber and trap air in front of the plunger.

To reach the critical speed, the plunger must be initially accel-
erated, and the evolution of the wave profile will obviously de-
pend on the plunger acceleration law. Although there are different
theoretical and experimental studies concerning the influence of
plunger acceleration on the injection process, in practice little em-
phasis is given in planning the die casting process to controlling
the acceleration of the plunger as it moves to reach its critical
velocity. Some theoretical studies can be found in Thome et al.
@5#, Brevick et al. @6#, and Tszeng and Chu@4#. Experimental
studies like those of Karni@3# and Duran et al.@7# are confined to
cases in which the plunger moves with a velocity which increases
linearly with the distance travelled, resulting in an acceleration
which grows exponentially with time. The reason for this choice
is that in die casting machines the plunger speed profiles are typi-
cally programmed by specifying the plunger velocity as a function
of plunger position. With this law of motion, Duran et al.@7#
observed that, for a given shot sleeve geometry and initial filling
fraction, there is an optimum acceleration which minimizes the
volume of entrapped air. Tszeng and Chu@4# formulated a math-

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
October 13, 1998; revised manuscript received February 16, 2000. Associate Tech-
nical Editor: M. S. Cramer. Fig. 1 Schematic sketch of a typical die casting machine

Copyright © 2000 by ASMEJournal of Fluids Engineering JUNE 2000, Vol. 122 Õ 349

Downloaded 03 Jun 2010 to 171.66.16.148. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ematical model based on simple wave theory to study the transient
wave formation in the shot sleeve for the same type of plunger
motion and experimental conditions as used by Duran et al.@7#.
They analyzed the profiles of the wave front and obtained an
optimum plunger acceleration by imposing the condition that the
wave begins to break up when the upper tip of the wave front has
reached the end wall of the shot sleeve. They found that the pre-
dicted optimum acceleration compared very well with the experi-
mental measurements made by Duran et al.@7#. However, Tszeng
and Chu’s study was limited to a relatively narrow range of ex-
perimental conditions, in which values for some critical param-
eters required to optimize the operating conditions were fixed a
priori, as will be further discussed later. They determined the op-
timum acceleration parameters from an analysis based on the
graphical representation of wave profiles and on the calculation of
the least positive slope angle of the free surface over the whole
wave front, but this was also limited to the particular operating
conditions considered in Duran’s paper.

The objective of the research described in this paper was to
carry out a detailed and systematic study of the wave dynamics in
the slow shot phase of the injection process, which allows the
selection of optimum process variables~plunger speed and accel-
eration parameters, initial filling fraction and shot sleeve dimen-
sions! that will minimize air entrapment. For this purpose, the
flow of the molten metal in the shot sleeve is analyzed using
simple wave theory. Some theoretical considerations are briefly
presented in the next section. Two different acceleration laws are
considered, and a detailed study of the possible wave profiles for
a wide range of the relevant parameters is presented. The place
and time of discontinuity formation in the wave are determined
for different situations. Depending on the wave profile form, we
discuss the selection of parameters which will reduce the amount
of air trapped. To reduce the quantity of trapped air the wave must
be prevented from breaking up inside the sleeve, and possible air
entrapment effects due to wave reflection on the end wall of the
sleeve should be avoided. Since the length of the slow phase
should be kept to a minimum to achieve maximum production and
to prevent the metal from solidifying during the injection process,
it seems reasonable to impose the limiting condition that the front
of the wave should begin to break up just at the end wall of the
sleeve. The analysis will provide analytical relationships between
the relevant parameters that will facilitate both the selection of
optimum process variables and the determination of limiting op-
erating conditions that should be avoided in any circumstance.
The predictions obtained for optimal acceleration as a function of
the initial filling fraction are compared with the results of Tszeng
and Chu@4# and with the experimental results of Duran et al.@7#.
Neither of the acceleration laws previously considered made it
possible to choose the parameters which would give rise to a
vertical wave profile at the exact time when it reaches the end wall
of the sleeve~which would prevent any partial reflection of the
wave and reduce to zero the amount of air at the moment of
impact!. For this reason, we attempted to deduce a law of accel-
eration which would satisfy the desired condition.

Theoretical Considerations
The problem is considered as two-dimensional, with the coor-

dinate system represented in Fig. 2. The sleeve bottom is assumed
flat ~at y50! and the free surface is defined byy5h(x,t). We
shall assume that viscous effects are negligible and that the typical
value ofh(x,t) is much smaller than the typical horizontal length
scale of the wave, so that the shallow-water approximation can be
used. With this approximation, the vertical component of accel-
eration can be neglected when compared with gravitational accel-
eration,g, and therefore the pressure distribution can be consid-
ered as hydrostatic:p5p01rg(h2y). If the horizontal velocity
component,u, is initially independent ofy, it can be deduced that

u becomes independent ofy at any time. Introducingc(x,t)
5(gh)1/2, the governing equations can then be written as~Lamb
@8#!

F ]

]t
1~u1c!

]

]xG~u12c!50, (1)

F ]

]t
1~u2c!

]

]xG~u22c!50. (2)

Using the method of characteristics, these equations reduce to the
statement that

u62c5constant (3)

along characteristic lines defined by

dx

dt
5u6c. (4)

Let us suppose that the molten metal in the sleeve is initially at
rest and has a uniform depthh0 , and that the plunger surface in
contact with the metal begins to move att50 in the positive
x-direction according to the lawx5X(t), with X(0)50. Accord-
ing to Eq. ~3!, along any negative characteristic emanating from
the undisturbed region in thext-plane, whereu50 and c5c0

5(gh0)1/2, the following condition is satisfied:

c5
u

2
1c0 . (5)

Sinceu12c is constant along each positive characteristic, it can
be deduced from Eq.~5! that u is also constant along it. Then,
integrating the positive characteristic of Eq.~4! and using Eq.~5!
gives

x5~
3
2u1c0!t1 f ~u!. (6)

where f (u) is a function of velocity that can be determined from
boundary conditions. For a given timet1 , the plunger surface is
located atx5X(t1) and the velocity along the positive character-
istic through the point (X(t1),t1) is thereforeu5X8(t1). Intro-
ducing this condition into Eq.~6! gives

f ~u!5X~ t1!2@
3
2X8~ t1!1c0#t1 , (7)

so that the solution can be written, in parametric form, as

x5X~ t1!1@
3
2X8~ t1!1c0#~ t2t1!, (8)

u5X8~ t1!. (9)

These equations determine the velocity and all other magnitudes
as an implicit function ofx and t. Using Eq.~5!, we get

c5c01
X8~ t1!

2
, (10)

from which the wave profile can be obtained at every instant.

Fig. 2 Schematic representation of the problem and coordi-
nate system
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A discontinuity will be formed in the wave ifh andu become
multivalued functions ofx at t>tc . The location,xc , and time,
tc , of formation of the discontinuity are determined by the fol-
lowing simultaneous conditions:

]x

]t1
D

t

50, (11)

]2x

]t1
2 D

t

50. (12)

The second condition must be replaced byt150 if the disconti-
nuity is formed just at the foremost part of the simple wave~in
this case, the first two crossing characteristics come fromt150
and t1501!.

Given that the sleeve from which the injection is made is gen-
erally circular in cross section and that the flow is symmetrical
with respect to the vertical plane of the sleeve, the results obtained
with the hypothesis introduced in this section will only be appli-
cable to this symmetrical plane. Despite this limitation, the analy-
sis which follows will enable us to take into account the essential
characteristics of the flow which will help determine the optimum
variables for the process. A discussion on the shape of the free
surface outside of the symmetry plane in circular cross section
sleeves can be found in Tszeng and Chu@4#.

Plunger Motion With Exponential Acceleration
Tszeng and Chu@4# and, before them, Duran et al.@7# in their

experimental study considered the following law for the plunger
motion:

x5X~ t !5x0eat, (13)

wherex0 is the plunger position att50 anda5X8(t)/x is the
variation of the plunger velocity per unit of traveling distance,
which is assumed to be constant. According to this law, the
plunger would have a velocity

X8~ t !5ax0eat, (14)

and thereforeX8(0)5ax0 at t50. Tszeng and Chu@4#, however,
did not give details on the type of plunger acceleration law as-
sumed to move the plunger from rest to this initial velocity. In
order to consider that the plunger begins to move from rest, we
will assume the following law instead of that of Eq.~14! ~a andb
are positive constants!:

X8~ t !5ab~eat21!, (15)

which gives the same accelerationX9(t)5a2beat as Eq.~14!.
Integrating Eq.~15!, assuming that the initial location of the
plunger surface is atx50, gives

X~ t !5b~eat2at21!. (16)

Substituting Eqs.~15! and ~16! into Eq. ~8!, we obtain

x5b~eat12at121!1~
3
2abeat12

3
2ab1c0!~ t2t1!. (17)

Place and Time of Formation of the Discontinuity
We now seek the place and time of formation of a discontinuity

in the wave. From the condition expressed by Eq.~11! applied to
Eq. ~17!, we obtain

tc5t11
2c01ab~eat121!

3a2beat1
, (18)

and, from Eq.~12!,

tc5t11
4

3a
, (19)

wheretc is the critical time at whichh andu become multivalued
functions ofx. From Eqs.~18! and ~19!, we obtain

tc5
1

a F4

3
1 lnS j2

1

3D G , (20)

where

j5
2c0

3ab
(21)

is the inverse of a Froude number.
For j54/3, it is deduced from Eqs.~19! and~20! that t150, and

the discontinuity is thus formed at the instant

tc5
j

a
5

4

3a
. (22)

The place of formation of the discontinuity can be obtained by
substitutingt by tc from Eq. ~22! into Eq. ~17! and makingt1
50, and obviously corresponds to the foremost part of the wave
~perturbations along the characteristic that comes fromt150
propagate with velocityc0!,

xc5c0tc5
4c0

3a
. (23)

For j,
4
3, the condition of Eq.~12!, that would lead to negative

values oft1 , must be replaced byt150, which is equivalent to
imposing thatu50 at the boundary of the molten metal at rest, so
that the time of formation of the discontinuity can be determined
from the condition (]x/]t1) t50 for t150:

tc5
j

a
. (24)

The location where the discontinuity is formed is again obtained
from Eq. ~17!,

xc5c0tc5
3
2j2b. (25)

The discontinuity is thus formed at the foremost part of the wave,
where the second derivative of Eq.~12! need not vanish.

For j.4/3, the discontinuity is formed at a time given by Eq.
~20!. This happens at an intermediate point between the plunger
and the foremost part of the wave, that can be determined by
introducing Eqs.~19! and ~20! into Eq. ~17!:

xc5b@5j242 ln~j2
1
3!#. (26)

Since the plunger velocity is actually kept constant when the
metal free surface reaches the shot sleeve ceiling, we will discuss
later why Eqs.~20! and~26! may not be valid for some operating
conditions, since the condition expressed by Eq.~12! cannot be
used.

Minimum Initial Filling Fraction
As discussed in the Introduction, the wave produced by the

plunger motion should increase the level of the molten metal just
enough to fill the shot sleeve section completely. Once this level
has been reached, the plunger should move at a constant speed. In
the following, we will seek the minimum value of the initial filling
fraction, f 5h0 /H, that is required to avoid the breakup of the
wave before the molten metal reaches the shot sleeve ceiling (y
5H) at the plunger surface. This value off can be determined
from the condition that the wave height at the plunger surface
becomes equal toH at an instanttH5tc . The plunger velocity at
this instant,uH , can be obtained from Eq.~5!, makingu5uH and
c5AgH:

uH52~AgH2Agh0!, (27)

andtH can be determined by substitutinguH5X8(t) from Eq.~27!
into Eq. ~15!:
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tH5
1

a
lnF2~AgH2Agh0!

ab
11G . (28)

Equating this expression to Eqs.~20! and ~24!, we get

f min55 F 3j

3j1~j2
1
3!e4/321G 2

, if j.
4
3 ,

S 3j

3j1ej21D 2

, if j< 4
3 .

(29)

This expression, represented in Fig. 3, gives the minimum initial
filling fraction as a function ofj. For f , f min , the wave cannot
reach the sleeve ceiling before it breaks up.

It should be mentioned that Eq.~27!, which gives the critical
plunger speed, is identical to that obtained by Tszeng and Chu@4#.

Optimum Acceleration Parameters
As already mentioned, the plunger motion into the sleeve

should avoid the breakup of the wave during the filling process
and possible air entrapment effects due to wave reflection on the
end wall of the sleeve. Furthermore, as the filling time of the slow
phase must be minimized for high production rates to be main-
tained and to avoid metal solidification during the filling process,
the wave should begin to break up just atx5xc5L.

If we impose the condition that the discontinuity is formed at
the end wall of the sleeve, all the working conditions in which the
discontinuity appears at any section located between the plunger
and the foremost part of the wave would produce the reflection of
the wave before it begins to breakup atx5L. As discussed pre-
viously, such conditions correspond toj.4/3. Since the plunger
velocity is kept constant fort.tH , the time of formation of the
discontinuity will be given by Eq.~20! provided thatt1<tH . Sub-
stituting t1 obtained from Eqs.~19! and ~20!,

t15
1

a
lnS j2

1

3D , (30)

and tH from Eq. ~28! into the conditiont1<tH , gives

f < f * 5F 9j

4~3j21!G
2

. (31)

For j→`, the maximum value off given by Eq.~31! tends to
f * 59/16; for j→4/3, it tends tof * 51. If we makexc5L in Eq.
~26!, we get

L

b
55j242 ln~j2

1
3!, (32)

which yields, for a givenL andh0 , the required relationship be-
tweena andb to make the wave begin to break up at the end wall
of the sleeve whenj.4/3 and the condition of Eq.~31! is
satisfied.

For j.4/3 andf . f * , the condition expressed by Eq.~12! must
be replaced byt15tH , with tH given by Eq.~28!. The condition
that the discontinuity appears at the end wall of the sleeve can be
imposed by makingx5L andt5tc in Eq. ~8!, and by substituting
tc2t1 from Eq.~18! andt15tH from Eq.~28!. By rearranging the
resulting expression, we finally get

L

b
5

3
2j2f 21/2~3 f 21/222!

3j~ f 21/221!11
13j~ f 21/221!

2 ln@3j~ f 21/221!11#, (33)

which is the equivalent relationship to that of Eq.~32! for cases
with f . f * . In the limiting case off 5 f * , Eq. ~33! reduces to Eq.
~32!. It should be noticed that Eqs.~32! and ~33! have been ob-
tained without taking into account that the foremost part of the
wave begins to reflect on the end wall of the shot sleeve before the
discontinuity can be formed atx5L.

For cases withj<4/3, the expression equivalent to Eqs.~32!
and ~33! is obtained by makingxc5L in Eq. ~25!:

L

b
5

3

2
j2. (34)

Notice that, in this case, there is no reflection of the wave before
the discontinuity is formed atx5L.

Figure 4 shows wave profiles att5tc that satisfy the condition
xc5L, for different values of the initial filling fraction andj.
According to the above, for values ofj.4/3 the wave will begin
to break up at some point between the foremost and topmost part
of the wave. For filling fractions below 9/16, there is anj value
below which the wave will not reach the ceiling of the shot sleeve
before breaking up. For example, from Eq.~29! represented in
Fig. 3, the limiting values ofj are 1.025 and 0.420 forf 50.4 and
f 50.5, respectively~Figs. 4~a! and 4~b!!. In Fig. 4~a! it can be
seen that for the represented values ofj50.5 andj51, the molten
metal does not reach the ceiling of the sleeve before the wave
begins to break up. On the other hand, for filling fractions above
9/16 a limiting value ofj exists, above which the discontinuity
will appear in the topmost part of the front of the wave. For
example, forf 50.6 a limiting value ofj510.497~Fig. 4~d!! is
obtained from Eq.~31!. Notice that for very large values ofj the
wave will begin to reflect quite a long time beforetc .

Fig. 3 Minimum initial filling fraction, f min , as a function of j,
for the motion law of Eq. „15…

Fig. 4 Wave profiles at tÄt c , satisfying the condition x cÄL ,
for different values of the initial filling fraction and j, for the
motion law of Eq. „15…
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It is interesting to compare the filling times,t f , corresponding
to each of the wave profiles represented in Fig. 4. From mass
conservation, the filling time can be expressed as the sum oftH
and the time remaining until the sleeve is completely filled once
the molten metal has reached the sleeve ceiling:

t f5tH1
L~12 f !2X~ tH!

uH
. (35)

Substituting Eqs.~16!, ~27!, and~28! into Eq. ~35! gives

t f

L/c0
5

1

L/b H F3

2
j1

1

2~ f 21/221!G ln@3j~ f 21/221!11#2
3

2
jJ

1
~12 f !

2~ f 21/221!
. (36)

SubstitutingL/b from Eqs.~32!, ~33!, and~34!, for its respective
ranges of validity, into Eq.~36!, the filling time, made nondimen-
sional withL/c0 , is obtained as a function ofj andf for the wave
profiles shown in Fig. 4. It is worth remarking thatL/c0 is the
time that the foremost part of the wave front takes to reach the end
wall of the sleeve. The nondimensional filling time is represented
in Fig. 5 as a function ofj for different values off, for values of
j higher than the limit given by Eq.~29!. It can be seen in this
figure that, for a given value off, the minimum filling time is
obtained for values ofj around 2, and tends toj54/3 in the limit
f→1. Clearly,t f must be shortened as much as possible in order
to reduce the total injection time. On the other hand, if it is as-
sumed that the volume of entrapped air is proportional to the
volume of air within the shot sleeve at the instant when the fore-
most part of the wave reaches the end wall, it can be deduced
from the wave profiles represented in Fig. 4 that the volume of
entrapped air would be minimized for a certain value ofj above
4/3, depending onf.

Taking all the above into account, it can be concluded that the
optimal value ofj will depend onf and be somewhat greater than
4/3. The exact determination of the influence ofj on air entrap-
ment effects, for the operating conditions represented in Fig. 4, for
which xc5L, will depend on a detailed analysis of the shot sleeve
filling process after the foremost part of the wave reaches the end
wall of the sleeve.

Comparison With Other Results and With Experiments
Figure 6 shows a comparison between the optimum accelera-

tion parametera predicted in this work and that obtained by
Tszeng and Chu@4# for cases with a plunger strokeL518 in., shot
sleeve diametersH52, 3, and 4 in. and initial filling percentages
varying from 20 percent to 70 percent. The parameterb has been
taken as equal to 1 in. in order to reproduce the law of plunger

motion employed by Tszeng and Chu@4#. These authors obtained
their results by analyzing the profiles taken by the front of the
wave for different values ofa at the moment when the top of the
wave front has travelled a distanceL518 in. fromx50. The idea
was to determine the highest possible acceleration that does not
cause the slope in the wave front to be vertical. It can be seen that
the present model predicts values of the optimum acceleration
lower than those obtained by Tszeng and Chu@4#, although the
overall agreement between both is qualitatively good.

It can be observed thatj is higher than 4/3 for all the conditions
represented in Fig. 6, so that the optimum values ofa have been
determined either from Eq.~32! when f < f * , or from Eq. ~33!
when f . f * . Notice that Eq.~32! yields a value ofj54.695, for
which Eq. ~31! gives f * 50.652. For this value ofj54.695, Eq.
~29! gives a minimum filling fraction of 0.226; for lower fractions,
the wave will break up before the molten metal reaches the ceiling
of the shot sleeve, which agrees with the results of Tszeng and
Chu @4# for a filling fraction of 0.2. It is expected that plunger
accelerations lower than those predicted by Eqs.~32! and ~33!
could produce not only longer filling times, but also an increase of
air entrapment due to wave reflection effects.

Duran et al.@7# carried out a series of water analogue experi-
ments for a circular shot sleeve ofL518 in. and a diameter of 2
in., and measured the volume of entrapped air during the filling
process for different plunger accelerations. Their experiments
were carried out with the same type of plunger movement as used
by Tszeng and Chu@4#, except that Duran et al.@7# assumed the
critical velocity uH to be higher than that given by Eq.~27!. The
results of the measurements made by Duran et al.@7# are shown in
Fig. 7. Notice that the initial filling fraction in this figure,f 8, is
the volume fraction of the circular section. Forf 850.3, they mea-
sured the minimum value of entrapped air for an acceleration
parametera52 s21; from Fig. 7 it is deduced that the optimum
must lie between 1.5 and 2.5 s21. For f 850.2, 0.5, and 0.7, the
experimental measurements do not permit us to identify the mini-
mum volume of air trapped in the range of the accelerations mea-
sured. Nevertheless, it can be deduced from these measurements
that this minimum will probably be found for values ofa below
2.5 s21 when f 850.2 ~the minimum measured in the range of
experimental accelerations corresponds toa52 s21!, and above 3
s21 when f 850.7. For f 850.5, the minimum amount of air
trapped will probably correspond to a value ofa between 3 and
5.8 s21. It can be seen, then, that the comparison of these experi-
mental results with our results and those of Tszeng and Chu@4# is
more justified whenf 850.3, and less conclusive whenf 850.2,
0.5, and 0.7, since it would be necessary to know the experimental
measurements for a wider range of accelerations. Figure 6 shows
the value ofa corresponding to the minimum volume of trapped

Fig. 5 Nondimensional filling time as a function of j for differ-
ent values of f and the motion law of Eq. „15…, for operating
conditions satisfying x cÄL

Fig. 6 Comparison of the optimum value of a predicted in this
work and that obtained by Tszeng and Chu †4‡ for a plunger
stroke LÄ18 in., with experimental measurements by Duran
et al. †7‡
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air measured forf 850.3, which corresponds tof 50.340 in the
symmetry plane. Within the above limitations and uncertainties,
there is very good agreement with the result obtained in our study.
For f 850.2, 0.5, and 0.7, which, respectively, correspond tof
50.254, 0.5, and 0.660 in the symmetry plane, the ranges of the
possible values of the optimuma, according to the experiments,
are indicated in Fig. 6 by vertical lines. A good agreement is also
found between predictions and experiments forf 850.2. When
f 850.5 or 0.7, the experimental measurements seem to indicate
that the values of the optimal acceleration parametera are prob-
ably nearer to those predicted by Tszeng and Chu@4#.

It is important to emphasize that when the value ofb is fixed, as
it was in this section, it is not possible to independently select an
optimum value ofj. However, it will generally be possible to vary
b and so there will be greater flexibility in the choice of process
variables. In this respect, the lack of generality involved in the
treatment used by previous investigators has clearly been excelled
in the current work, as shown in the analysis presented in previous
sections.

Plunger Motion With Time-Power Acceleration Law
We will now consider the case of the plunger moving from rest

with a velocity

X8~ t !5gtn, (37)

with g andn being positive constants. This type of law of move-
ment is typical of casting machines in which the velocity of the
plunger is specified as a function of time. Integrating Eq.~37! and
assuming that the initial location of the plunger surface is atx
50 gives

X~ t !5
g

n11
tn11. (38)

An analysis of this case for the analogous one-dimensional flow of
gas in a semi-infinite cylindrical pipe terminating in a plunger was
presented by Landau and Lifshitz@9#. Whenn,1, it can easily be
shown that, for a given time,h(x) is multivalued for anyt.0, so
that a discontinuity is formed at the plunger surface att50. ~It
should be noticed that, forn,1, the plunger moves with an infi-
nite acceleration att50.!

Substituting Eqs.~37! and ~38! into Eq. ~8!, and from the con-
ditions expressed by Eqs.~11! and ~12!, we get

tc5S 2c0

3g D 1/nF 3n11

3~n21!G
~n21!/n

(39)

and

t15S 2c0

g

n21

3n11D 1/n

. (40)

The minimum value of the initial filling fraction is determined,
as in the previous section, from the condition that the wave height
at the plunger surface becomes equal toH at an instanttH5tc .
SubstitutinguH5X8(t) from Eq. ~27! into Eq. ~37! gives

tH5F2c0

g
~ f 21/221!G1/n

, (41)

and equating this expression to Eq.~39!, we get

f min5
1

F 1

3n S 3n11

n21 D n21

11G2 . (42)

This expression, represented in Fig. 8, can be compared with that
corresponding to the exponential law, given in Eq.~29!.

For n.1 the discontinuity is formed at some intermediate lo-
cation between the foremost part of the wave and the plunger
surface, so that it is not possible for the wave to begin to break-up
at the end wall of the sleeve before its foremost part reflects
against it. As in the previous section, since the plunger velocity is
kept constant fort.tH , the time of formation of the discontinuity
will be given by Eq.~39! provided thatt1<tH . Substitutingt1
from Eq.~40! andtH from Eq.~41! into the conditiont1<tH gives

f < f * 5S 3n11

4n D 2

. (43)

The maximum value off given by Eq.~43! tends tof * 59/16 for
n→` and tof * 51 for n→1. Makingx5L andt5tc , and intro-
ducing t1 from Eq. ~40! and tc from Eq. ~39! into Eq. ~8!, we get

Lg1/n

c0
~n11!/n 5

5n21
1

3
~2n21!

~n11!~n21!2 S 2
n21

3n11D ~n11!/n

, (44)

which yields, for a givenL andh0 , the required relationship be-
tweenn andg to make the wave begin to break up at the end wall
of the sleeve whenn.1 and the condition of Eq.~43! is satisfied.
The equivalent relationship to that of Eq.~33!, corresponding to
f . f * , which can also be obtained in this case by replacing the
condition of Eq.~12! by t15tH , is

Lg1/n

c0
~n11!/n 5

1

n11 @2~ f 21/221!# ~n11!/n

1
2 f 21/2~3 f 21/222!

3n
@2~ f 21/221!#~12n!/n. (45)

Fig. 7 Experimental measurements of entrapped air volume
by Duran et al. †7‡

Fig. 8 Minimum initial filling fraction, f min , as a function of n ,
for the motion law of Eq. „37…
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For n51, Eq. ~40! gives t150, so that the discontinuity is
formed at the foremost part of the wave front at the instant

tc5
2c0

3g
. (46)

The place of formation of the discontinuity can be obtained by
substitutingtc from Eq. ~46! into Eq. ~8! with t150, and is obvi-
ously

xc5c0tc5
2c0

2

3g
. (47)

Introducing the condition thatxc5L, from Eq. ~47! we get the
equivalent relationship to those of Eqs.~44! and ~45!

Lg

c0
2 5

2

3
, (48)

which gives the required acceleration that makes the wave begin
to break up at the end wall of the sleeve.

The shot sleeve filling time can be obtained by substituting Eqs.
~38!, ~27!, and~41! into Eq. ~35!:

t f

L/c0
5

c0
~n11!/n

Lg1/n

n

n11
@2~ f 21/221!#1/n1

12 f

2~ f 21/221!
. (49)

For operating conditions satisfyingxc5L, the filling time can be
obtained by substitutingLg1/n/c0

(n11)/n from Eqs.~44!, ~45!, and
~48!, for its respective ranges of validity, into Eq.~49!. This filling
time, made nondimensional withL/c0 , is represented in Fig. 9 as
a function ofn for different values off, for values ofn higher than
the limit given by Eq.~42!. It can be observed that the minimum
filling time is obtained for a value ofn which increases asf
decreases.

By comparing Figs. 5 and 9 we can conclude that the law of
exponential acceleration requires shorter filling times and is nor-
mally preferable to the time-power law.

Determination of an Optimum Acceleration Law
It has already been demonstrated that neither acceleration law

considered makes it possible to eliminate air from the shot sleeve
before the wave begins to break up or reflect off the end wall of
the sleeve. An optimum acceleration law can be obtained from Eq.
~8! if we assume that the wave profile is vertical atx5L. This
assumption ensures that there is no breakup or reflection of the
wave during the filling process, and that the volume of air within
the shot sleeve, at the instant of formation of the discontinuity, is
equal to zero.

Substitutingt by tc andx by xc into Eq. ~8! gives

3

2
X8~ t1!1

X~ t1!

tc2t1
5

xc

tc2t1
2c0 , (50)

which indicates that all the positive characteristics from points
(X(t1),t1) cross at the critical point (xc ,tc). With the condition
that X(t)50 at t50, the solution of Eq.~50!, giving the location
of the plunger surface as a function of time, is

X~ t !53xcF12S 12
t

tc
D 2/3G22c0t. (51)

If we now introduce the condition that the discontinuity is formed
just atxc5L, so thattc5L/c0 , Eq. ~51! becomes

X~ t !53LF12S 12
c0t

L D 2/3G22c0t. (52)

The corresponding velocity and acceleration laws are then

X8~ t !52c0F S 12
c0t

L D 21/3

21G , (53)

X9~ t !5
2c0

2

3L S 12
c0t

L D 24/3

. (54)

It can easily be deduced that the molten metal reaches the shot
sleeve ceiling at a time

tH5
L

c0
~12 f 3/2!, (55)

so that tH tends totc as f→0. For t.tH the plunger velocity
should be kept constant.

Introducing Eqs.~52! and ~53! into Eqs.~8! and ~9!, the wave
profile can be obtained as a function of time for a givenh0 andL

x

L
511F223S h

h0
D 1/2GF12

~gh0!1/2

L
tG . (56)

The evolution of the wave profile is presented in Fig. 10 for
different values of the initial filling fraction. It can be observed
that the wave profile will be vertical att/tc51, so that all the
initial air volume will be forced out without being entrapped.
Moreover, with this motion law the duration of the slow shot
phase is minimized by making the filling time equal totc
5L/c0 , which obviously decreases as the initial filling fraction
increases. Despite the partial experimental validation of the
model, presented above, for the particular case of an exponential
acceleration law, the assessment of the new plunger acceleration

Fig. 9 Nondimensional filling time as a function of n for differ-
ent values of f and the motion law of Eq. „37…, for operating
conditions satisfying x cÄL

Fig. 10 Evolution of the wave profile with t Õt c for different val-
ues of the initial filling fraction and the optimum plunger accel-
eration law of Eq. „54…
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law would require a comparison of the analytical predictions with
experimental results, which are not available in the literature at
present. This, however, will be the subject of a future publication.

Although viscosity and nonhydrostatic effects might have some
influence on the flow in the shot sleeve under certain circum-
stances, the proposed optimum acceleration law, obtained neglect-
ing these effects, and the analysis of wave motion presented in
this work, can be of significant help in the selection of optimum
process variables. A numerical investigation, whose results will be
published elsewhere, is currently being carried out in order to
analyze the influence of viscosity and nonhydrostatic effects on
wave evolution. The possible effects of wave reflection against the
end wall of the shot sleeve and of the interaction between the
wave and the sleeve ceiling fort>tH are being analyzed in detail.
For wide ranges of conditions, predictions of the present analysis
show an overall good agreement with preliminary numerical re-
sults ~Hernández et al.@10#!.

Conclusions
A study of the wave evolution in the slow shot phase of die

casting injection processes is presented. An analysis of the pos-
sible wave profiles has been carried out for different acceleration
laws and wide ranges of the relevant parameters, for which the
place and time of formation of a discontinuity in the wave are
determined. We obtained nondimensional relationships between
the parameters characterizing the acceleration law applied to the
plunger, the initial filling fraction and the geometrical character-
istics of the shot sleeve. These relationships make it possible to
select the variables of the process in such a way that air entrap-
ment is minimized, thus reducing the porosity of the manufactured
pieces, and injection time is kept as small as possible. Parameter
ranges which should be avoided have been determined.

For the time-exponential acceleration law we have deduced that
the optimum value of parameterj depends on the initial filling
fraction and must be somewhat greater than 4/3. It is expected that
the optimum value ofj will increase with decreasing values off.
A detailed analysis of processes caused by the reflection of the
wave against the end wall of the shot sleeve and its interaction
with the sleeve ceiling would be necessary for a more precise
determination of this optimum value. We have found that a mini-
mum initial filling fraction is required to avoid the break-up of the
wave before the molten metal reaches the shot sleeve ceiling,
which is a decreasing function ofj with a maximum of 9/16 in the
limit j→0 ~infinite Froude number! and f min50.195 whenj→`.
Similar results have been obtained for the time-power acceleration
law. We have found that the exponential law produces steeper
wave profiles and so requires shorter filling times, what makes the
time-exponential law generally preferable to the time-power law,
particularly for low values of the initial filling fraction.

We compared the predictions obtained for the optimal accelera-
tion parametera as a function of initial filling fraction with the
results of Tszeng and Chu@4#, obtaining an acceptable qualitative
agreement, despite our slightly lower values. The results were also
compared with those obtained experimentally by Duran et al.@7#,
again with good agreement despite the uncertainties involved in
the comparison.

We observed that neither of the acceleration laws considered
makes it possible to obtain a set of factors which totally removes
air from inside the shot sleeve at the moment when the wave
reaches the end wall. To eliminate these limitations, we have ana-
lytically deduced an acceleration law which makes it possible to
obtain a vertical profile of the wave when it reaches the end wall

of the shot sleeve for any value of the initial shot sleeve filling
fraction, and additionally minimizes the filling time of the slow
phase.

Acknowledgments
The authors gratefully acknowledge the support of the Spanish

Comisión Interministerial de Ciencia y Tecnologı´a ~CICYT! un-
der grants TAP97-0489 and PB98-0007.

Nomenclature

c 5 wave speed relative to the fluid for a depthh
c0 5 wave speed relative to the fluid for a depthh0

f 5 initial filling fraction, h0 /H
f min 5 minimum initial filling fraction

f 8 5 initial filling fraction for a circular shot sleeve
f * 5 value of f defined in Eqs.~31! and ~43!
g 5 gravitational acceleration
h 5 height of the free surface

h0 5 initial depth of molten metal
H 5 height of the shot sleeve
L 5 length of the shot sleeve
n 5 parameter in Eq.~37!
p 5 pressure
t 5 time

tc 5 time of formation of the discontinuity
t f 5 filling time of the shot sleeve
tH 5 time at which the molten metal reaches the sleeve

ceiling
t1 5 time in Eqs.~8! and ~9!
u 5 horizontal velocity component of molten metal

uH 5 plunger velocity when the molten metal reaches the
sleeve ceiling

x 5 horizontal coordinate
xc 5 location of formation of the discontinuity
y 5 vertical coordinate

a,b 5 parameters of the exponential law of Eq.~15!
j 5 dimensionless parameter defined in Eq.~21!
g 5 parameter of the time-power law of Eq.~37!
r 5 density
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Turbulent Boundary Layers on
Surfaces Covered With
Filamentous Algae
Turbulent boundary layer measurements have been made on surfaces covered with fila-
mentous marine algae. These experiments were conducted in a closed return water tunnel
using a two-component, laser Doppler velocimeter (LDV). The mean velocity profiles and
parameters, as well as the axial and wall-normal turbulence intensities and Reynolds
shear stress, are compared with flows over smooth and sandgrain rough walls. Significant
increases in the skin friction coefficient for the algae-covered surfaces were measured.
The boundary layer and integral thickness length scales were also increased. The results
indicate that profiles of the turbulence quantities for the smooth and sandgrain rough
walls collapse when friction velocity and boundary layer thickness are used as normal-
izing parameters. The algae-covered surfaces, however, exhibited a significant increase in
the wall-normal turbulence intensity and the Reynolds shear stress, with only a modest
increase in the axial turbulence intensity. The peak in the Reynolds shear stress profiles
for the algae surfaces corresponded to the maximum extent of outward movement of the
algae filaments.@S0098-2202~00!01902-7#

Introduction
Biofouling is the colonization of a surface exposed in the

aquatic environment by microorganisms, plants, and animals. On
marine vehicles, biofouling leads to increased surface roughness
and frictional drag. In the past, calcareous or ‘‘hard’’ fouling or-
ganisms such as barnacles were the most problematic to ship op-
erators. At present, the duty cycles of modern merchant ships,
marked by short periods in port and in larvae-rich coastal areas,
favor the settlement and growth of algae~Callow @1#!. The most
common macroalgae found on copper-based antifouling paints is
the filamentous green algaEnteromorpha. Its dominance results
from its nearly global distribution, high reproductive potential,
and ability to withstand large variations in environmental condi-
tions ~Callow @2#!. Since filamentous algae can form a significant
presence on the hulls of marine vehicles, their effect on skin fric-
tion and turbulent boundary layer structure is of practical interest.

A substantial body of research has been devoted to studying the
effects of marine fouling on frictional resistance. A review of
much of this work was given in Schultz@3#. Atmospheric bound-
ary layer investigations over plant canopies are analogous in many
respects, and a review of this work is given in Raupach and Thom
@4# and Raupach et al.@5#. Several studies have looked at the
effect of flexible vegetation on turbulent shear flows and, there-
fore, are of particular relevance to the present investigation. Kou-
wen and Unny@6# studied turbulent open channel flow over plas-
tic strips. The primary contribution of their work was the
formulation of a dimensionless, stiffness parameter that related
the density and amount of bending stress of the roughness to the
wall shear stress. The stiffness parameter proposed by Kouwen
and Unny was as follows:

1

k0
S mEI

rUt
2 D 1/4

(1)

Lewkowicz and Das@7# used uniformly distributed nylon tufts
attached to a rough flat plate to model a turbulent boundary layer
flow over a filamentous algae layer. Both mean and turbulence

quantities were measured. They found that the model algae layer
caused significant increases in the physical growth of the bound-
ary layer, the wall shear stress, and the turbulent normal and shear
stresses. The roughness function,DU1, for their model algae film
collapsed well to Eq.~2! for 40<k1<800.

DU15
0.89

k
ln~k1!11.055 (2)

Ikeda et al.@8# used both laser Doppler velocimetry~LDV ! and
particle image velocimetry~PIV! to study the organized, three-
dimensional vortical motions above flexible aquatic plants. The
plants were modeled using nylon filaments. They noted that the
mean axial velocity profile had an inflection point below the top
of the roughness layer. The turbulent normal and shear stresses
were found to be largest near the top of the roughness layer. The
wavy motion often associated with flow over filamentous surfaces
~e.g., the waves in a field of grain! was shown to be induced by
the movement of elliptical vortices generated intermittently above
the vegetation layer.

Schultz and Swain@9# investigated the effect of natural, algal
biofilms on turbulent boundary layers. The roughness layers tested
were composed mainly of diatom slimes and blue-green algae,
with only one specimen having a significant coverage of filamen-
tous macroalgae. The results showed an increase inCf of 33 per-
cent to 187 percent on the fouled specimens. The biofilms tested
showed varying effect on the turbulent normal and shear stresses
when those quantities were normalized with the friction velocity.
It was concluded that a large part of the variability in the results
was due to the heterogeneity of the biofilms that were tested.

The aim of the present experimental investigation was to better
understand the structure of turbulent boundary layers that develop
over natural, filamentous marine algae layers. To accomplish this,
boundary layer measurements were made on test surfaces colo-
nized by algae. The experiments were conducted in water tunnel
using a two-component LDV. The mean velocity profiles and bulk
flow parameters as well as the turbulent normal and shear stresses
are compared with flows over smooth and sandgrain rough walls.

Experimental Facilities and Method
The experimental work was carried out at the Harbor Branch

Oceanographic Institution~HBOI! closed return, closed jet water
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tunnel ~Gangadharan et al.@10#!. The tunnel is 2.44 m in height,
8.53 m in length, and 1.22 m in width, and the test section is 0.61
m by 0.61 m and is 2.54 m in length. Flow management devices
include turning vanes placed in the tunnel corners and a polycar-
bonate honeycomb flow straightener in the entrance to the con-
traction section. The resulting freestream turbulence intensity in
the test section is;1.3 percent.

The test matrix consisted of five specimens. One smooth sur-
face and specimens covered with #240 grit and #36 grit sandpaper
served as controls. The remaining two specimens were allowed to
foul with the filamentous green alga,Enteromorpha spp. over a
period of about 30 days. In order to look at boundary layer devel-
opment over the algae layer, velocity profiles were taken at five
downstream positions. These were taken at 1.15 m, 1.30 m, 1.45
m, 1.60 m, and 1.75 m downstream of the leading edge of the test
fixture and at a nominal freestream velocity of 1.6 ms21.

The algae used in the present study were grown at the HBOI
Aquaculture facility. Water from the Indian River Lagoon was
continuously pumped through a sand filtration system and into
grow-out tanks. During the experiments, the salinity of the water
in the tanks ranged from 25 ppt to 40 ppt. The water temperature
ranged from 25°C to 35°C. Test specimens were fabricated from
cast acrylic sheet and were exposed for;30 days. Each specimen
measured 558 mm in width, 1168 mm in length, and 12.7 mm in
thickness. Still digital photographs and video clips of the algae
layer under flow were taken. Image analysis allowed the mean
thickness of the layer to be estimated. This was accomplished by
digitizing the side profile of the algae layer and measuring its
height above the acrylic substrate. The roughness height of the
sandgrain rough specimens was measured using a BMT stylus-
type hull roughness analyzer. The stylus was 1.6 mm in diameter
and the profile length was 50 mm. The maximum peak to valley
height was measured 100 times and averaged to estimate the
roughness height for the surface. The accuracy of the device is
60.01 mm or65 percent, whichever is greater. A description of
the test surfaces with their roughness heights is given in Table 1.

The test specimens were inserted into a flat plate test fixture
mounted horizontally in the tunnel. The plate was 0.58 m in
width, 2.06 m in length, and 54 mm thick. It was constructed of
polyvinylchloride ~PVC! and stainless steel and was mounted
horizontally in the tunnel’s test section. The leading edge of the
test fixture was shaped to mimic the forward portion of a NACA
0012-64 airfoil. The forward most 280 mm of it was covered with
#36 grit sandpaper to hasten development of a turbulent boundary
layer. The use of a strip of roughness to artificially thicken a
boundary layer was proposed by Klebanoff and Diehl@11#. The
forward edge of the specimen was located 710 mm from the lead-
ing edge of the plate.

Velocity measurements were made using a TSI two-component,
fiber-optic LDV system. The LDV used a four beam arrangement
and was operated in backscatter mode. The probe volume diam-
eter was;90 mm, and its length was;1.3 mm. The viscous

length (n/Ut) varied from a minimum of 9mm for the algae
covered surface to a maximum of 18mm for the smooth wall. The
diameter of the probe volume, therefore, ranged from 10 viscous
lengths for the algae covered surface to 5 viscous lengths for the
smooth wall. The LDV probe was mounted on an AMPRO Sys-
tem 1618, three-axis traverse unit. The traverse allowed the posi-
tion of the probe to be maintained to6 5 mm in all directions. In
order to facilitate two-component, near wall measurements, the
probe was tilted downwards at an angle of 4 deg to the horizontal
and was rotated 45 deg about its axis. Using this setup, measure-
ments were made as close as 50mm to the wall. Velocity mea-
surements were conducted in coincidence mode with 30,000 ran-
dom samples per location. Doppler bursts for the two channels
were required to fall within a 40ms coincidence window or the
sample was rejected.

In this study, two methods were used to determine the skin
friction coefficient,Cf , for each of the test specimens. For the
smooth surface,Cf was found using the Clauser chart method
with the log-law constantsk50.41 andB55.0. The total stress
method, as presented in Ligrani and Moffat@12#, was used to
verify these results. For the rough walls,Cf and« were obtained
using the modified Clauser chart procedure given by Perry and Li
@13#. Again, the total stress method was used to verify theCf
values obtained using the modified Clauser chart. The roughness
functions for the rough wall profiles were obtained using the law
of the wall ~Eq. ~3!! with the previously obtained values ofUt
and«.

U15
1

k
ln~y1«!11B2DU1 (3)

The boundary layer thickness and Coles’ wake parameter for all
of the profiles was then found by using a nonlinear least squares
algorithm to fit the experimental data from the overlap region out
to ;0.9d to Coles’ law of the wake in universal defect form~Eq.
~4!!.

Ue2U

Ut
52

1

k
lnF ~y1«!

d G1
2P

k Fcos2S p

2

~y1«!

d D G (4)

Uncertainty Estimates
Precision uncertainty estimates for the velocity measurements

were made using repeatability tests. Ten replicate profiles were
taken on both a smooth and a rough plate. The standard error for
each of the measurement quantities was then calculated for both
samples. In order to estimate the 95 percent confidence limits for
a statistic calculated from a single profile, the standard error was
multiplied by the two-tailedt value (t52.262) for 9 degrees of
freedom anda50.05, as given by Coleman and Steele@14#. The
resulting precision uncertainties in the mean velocities were60.7
percent in the outer region of the boundary layer and61.5 percent
in the near-wall region. Foru82 andv82, the precision was61.4

Table 1 Description of test surfaces

358 Õ Vol. 122, JUNE 2000 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.148. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



percent in the outer region and62.7 percent in the near-wall
region. The precision uncertainty inu8v8 was65 percent.

LDV measurements are also susceptible to a variety of bias
errors including fringe bias, validation bias, velocity bias, and
velocity gradient bias. Fringe bias is due to the fact that scattering
particles passing through the measurement volume at large angles
may not be measured since several fringe crossing are needed to
validate a measurement. In this experiment, the fringe bias was
considered insignificant, as the beams were shifted well above the
burst frequency representative of twice the freestream velocity
~Edwards@15#!. Validation bias results from filtering too close to
the signal frequency and any processor biases. In general these are
difficult to estimate and vary from system to system. No correc-
tions were made to account for validation bias. Velocity bias re-
sults from the greater likelihood of high velocity particles moving
through the measurement volume during a given sampling period.
The present measurements were burst transit time weighted
~Buchhave et al.@16#! to correct for velocity bias. Velocity gradi-
ent bias is due to variation in velocity across the measurement
volume. The correction scheme of Durst et al.@17# was used to
correct u8. The corrections to the mean velocity and the other
turbulence quantities were quite small and therefore neglected. An
additional bias error in thev8 measurements of;2 percent was
caused by introduction of thew8 component due to inclination of
the LDV probe.

The uncertainties inCf for the smooth walls using the Clauser
chart and the total stress method were65 percent and67 percent,
respectively. The uncertainties inCf for the rough walls using the
modified Clauser chart and the total stress method were610 per-
cent and613 percent, respectively. The increased uncertainty for
the rough walls resulted mainly from the extra two degrees of
freedom~« andDU1! in the analysis. The uncertainties ind, d* ,
andu were68 percent,65 percent, and66 percent, respectively.

Results and Discussion
The bulk flow parameters for the five test specimens are given

in Table 2. The displacement, momentum, and boundary layer
thickness for the algae-covered surfaces were all significantly in-
creased with respect to the smooth wall values. The average in-
creases ind* , u, andd for algae #1 were 81 percent, 57 percent,
and 18 percent, respectively. For algae #2, the increases ind* , u,
and d were 83 percent, 58 percent, and 19 percent above the
smooth wall values. Results from Lewkowicz and Das@7#, on a
simulated filamentous algae layer, showed that it increased the
boundary layer thickness by 25 percent to 30 percent above that of
a background roughness.

In the present study, increases in the mean values ofd* , u, and
d were also noted on the sandgrain rough surfaces, although not to
as great an extent. Only slight increases in the integral length
scales and boundary layer thickness, all of which fell within the
uncertainty of the measurements, were noted on the 240-grit sur-
face. Average increases ind* andu of 53 percent and 34 percent,
respectively, were found on the 36-grit surface. The boundary
layer thickness was also increased slightly on this surface, but the
increase was not significant given the uncertainty in the
measurement.

Figure 1 presentsCf versus Reu for all the test surfaces using
the Clauser chart methods. The results of Coles@18# are also
shown for comparison. It is of note that good agreement between
the Clauser chart~or modified Clauser chart! and the total stress
method was seen for most of the profiles. The mean absolute
difference in Cf from the two methods was 3 percent for the
smooth surface, 4 percent for the sandgrain rough surfaces, and 6
percent for the algae-covered surfaces. The skin friction coeffi-
cients for algae #1 averaged 125 percent higher than the smooth
wall values, while algae #2 averaged 110 percent higher. The
increase inCf for 36-grit sand roughness averaged 84 percent.
The skin friction coefficients for the 240-grit sand roughness were

9 percent higher than the smooth wall, but this is not a significant
difference given the experimental uncertainty. It should be noted
that the present smooth wallCf results averaged 3 percent higher
than those of Coles@18#.

Figures 2 and 3 show the mean velocity profiles for algae #1
and #2 as they develop downstream. Included for comparison is
Eq. ~5!, the smooth wall log-law using the Stanford Conference
values for the slope and intercept~Coles@19#!.

U155.62 logy115.0 (5)

One feature of interest in these graphs is the roughness func-
tion. The results of Schultz and Swain@9# showed erratic stream-
wise variation inDU1 for turbulent boundary layers developing
over slime films. The authors attributed this to the heterogeneous

Fig. 1 Skin friction coefficient versus momentum thickness
Reynolds number for the five test specimens „uncertainties in
Cf : Á5 percent for the smooth specimen; Á10 percent for
fouled profiles …

Table 2 Boundary layer parameters
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nature of the biofilms that were tested. The present results were
taken on fairly uniform, filamentous algae layers, and the erratic
behavior of the roughness function is notably absent. Figure 4
shows the mean velocity profiles for all five test specimens atx
51.75 m. The figure illustrates that the roughness functions for
the two algae-covered plates were larger than for the sandgrain
rough surfaces.

The roughness functions for the rough test surfaces are pre-
sented in Fig. 5. Also included are the roughness functions for
uniform sand roughness as given by Colebrook and White@20#,
Schlichting@21#, and Bandyopadhyay@22#. It was not the primary
aim of the present investigation to develop relationships that cor-
relate some physical measure of algae to their roughness function.
To attempt this would require measurements over a much larger
Ut range than were taken in this study. It is interesting, however,
to see how the present results compare those of standard rough-
ness types. The scatter in the values ofDU1 versusk1 was larger
for the algae-covered specimens than for the sandgrain rough
specimens. This is likely due to nonuniformities in the thickness
and composition of the algae surface. The results of Schultz and
Swain @9# on highly heterogeneous slime roughness showed sig-
nificantly more scatter than the present results.

Profiles of the turbulent normal stresses,u82/Ut
2 and v82/Ut

2,
and the turbulent shear stress,2u8v8/Ut

2, for algae #1 are pre-
sented in Figs. 6, 7, and 8, respectively. The graphs are shown to
illustrate the downstream development in the turbulence quantities

over the filamentous algae layer. Similar results were also ob-
tained for algae #2. Although there is some scatter, the results
indicate that the turbulence profiles over these algae layers reach a
nearly self-similar state.

The profiles of the turbulent normal stress,u82/Ut
2, for all the

Fig. 2 Mean velocity profiles for algae #1 „uncertainty in U¿

Á7 percent …

Fig. 3 Mean velocity profiles for algae #2 „uncertainty in U¿

Á7 percent …

Fig. 4 Mean velocity profiles for the five test specimens @ x
Ä1.75 m „uncertainty in U¿: Á4 percent for the smooth sur-
face; Á7 percent for the rough surfaces …

Fig. 5 Roughness functions for the test specimens „uncer-
tainty in DU¿ Á13 percent …

Fig. 6 Turbulent normal stress u 82ÕUt
2 for algae #1 „uncer-

tainty in u 82ÕUt
2 Á10 percent …
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test surfaces atx51.75 m are shown in Fig. 9. Also included in
the graph are the data of Perry and Li@13# for a smooth wall and
a k-type, mesh roughness. Reasonable agreement between the
present results and those of Perry and Li is seen. The exceptions
are the algae covered surfaces. Algae #1 showed a modest in-

crease inu82/Ut
2 near the roughness layer, and algae #2 exhibited

an increase inu82/Ut
2 over a larger region of the boundary layer.

The present experimental results also agree qualitatively with
those of Krogstad et al.@23# who found only a modest change in
u82/Ut

2 for a mesh-type roughness compared to a smooth wall
boundary layer.

Profiles of the turbulent normal stress,v82/Ut
2, for all the test

surfaces atx51.75 m are shown in Fig. 10. The results of Perry
and Li @13# are included for comparison. Agreement among the
present smooth and sandgrain rough results and those of Perry and
Li was seen. Both algae-covered surfaces showed significant in-
creases inv82/Ut

2 over both the smooth and sandgrain rough sur-
faces. The increase amounted to; 30 percent near the roughness
layer and was observed well out into the outer region of the
boundary layer. Image analysis of the video clips of the algae
under flow indicates that the maximum extent of outward move-
ment of the filaments during turbulent bursts was;0.18d and
;0.15d for algae #1 and #2, respectively, atx51.75 m. The re-
gion of significantly increasedv82/Ut

2 extends to.2.5 times the
maximum extent of outward movement of the filaments. It is of
note that Krogstad et al.@23# also observed a significant increase
in v82/Ut

2 for fully-rough boundary layer flow over mesh rough-
ness. Krogstad and Antonia@24# concluded that the major effect

Fig. 7 Turbulent normal stress v 82ÕUt
2 for algae #1 „uncer-

tainty in v 82ÕUt
2 Á10 percent …

Fig. 8 Turbulent shear stress Àu 8v 8ÕUt
2 for algae #1 „uncer-

tainty in Àu 8v 8ÕUt
2 Á11 percent …

Fig. 9 Turbulent normal stress u 82ÕUt
2 for all the test surfaces

@ xÄ1.75 m „uncertainty in u 82ÕUt
2: Á6 percent for the smooth

surface; Á10 percent for the rough surfaces …

Fig. 10 Turbulent normal stress v 82ÕUt
2 for all the test surfaces

@ xÄ1.75 m „uncertainty in v 82ÕUt
2: Á6 percent for the smooth

surface; Á10 percent for the rough surfaces …

Fig. 11 Turbulent shear stress Àu 8v 8ÕUt
2 for all the test sur-

faces @ xÄ1.75 m „uncertainty in Àu 8v 8ÕUt
2: Á7 percent for the

smooth surface; Á11 percent for the rough surfaces …
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of this roughness was to tilt the large-scale structures towards the
wall-normal direction, leading to a higher degree of isotropy and
higher values ofv8. This was not observed in the present results
over the sandgrain roughness but was apparent in the flows over
the algae-covered surfaces. The results of Schultz and Swain@9#
indicated increases in bothu82/Ut

2 andv82/Ut
2 for boundary lay-

ers over biofilms, although there was large degree of variability in
their results.

Profiles of the turbulent shear stress,2u8v8/Ut
2, for the test

surfaces atx51.75 m are shown in Fig. 11. The results of Ligrani
and Moffat @12# for a fully-rough boundary layer on a uniform
spheres rough surface are also included. Fairly good collapse of
the smooth and sandgrain rough surfaces to single curve was ob-
served. These profiles fell somewhat below the results of Ligrani
and Moffat. This may have been due to Reynolds number effects.
The results of Ligrani and Moffat are for a fully-rough boundary
layer at Reu518,700. The present values of Reu were significantly
less (Reu<9,300). It is interesting to note that Krogstad et al.@23#
observed a moderate increase in the Reynolds shear stress for
flows over a meshk-type roughness. This was attributed to both
an increase in the magnitude of the burst and sweep events and the
frequency of these events. In the present study, a significant in-
crease was observed in the Reynolds shear stress for the algae-
covered surfaces in the log-law region. The increase was more
variable for2u8v8/Ut

2 than forv82/Ut
2. Algae #1 had an increase

of ;17 percent in2u8v8/Ut
2 at 0.1d as compared to the smooth

and sandgrain rough walls. There was an increase of;30 percent
for algae #2 in the same region. A greater degree of scatter was
seen in the algae profiles, and this can be attributed to the dynamic
nature of the algae surface while under flow. It is of note that the
peak in2u8v8/Ut

2 corresponds approximately to the maximum
extent of outward movement of the algae filaments.

In a recent study on a smooth wall and two rough walls~rods
and mesh! with the same roughness function, Krogstad and Anto-
nia @25# found thatu82/Ut

2 was largely unaffected by the nature of
the surface except near the wall. However, they found significant
differences in profiles ofv82/Ut

2 and 2u8v8/Ut
2 that extended

well into the outer region of the boundary layer. It is interesting to
note that the present algae results showed similar trends for all of
these turbulence quantities.

Conclusion
Comparisons of turbulent boundary layers developing over fila-

mentous marine algae with smooth and sandgrain rough surfaces
have been made. A significant increase inCf was measured for
the algae-covered surfaces as compared with the smooth wall re-
sults. The increase averaged 125 percent and 110 percent for the
two algae specimens tested. A significant increase was also noted
in d* , u, andd for these surfaces. The present results show that
the profiles ofu82/Ut

2, v82/Ut
2, and2u8v8/Ut

2 for boundary lay-
ers over the smooth and sandgrain rough walls collapse within
experimental uncertainty. The algae-covered surfaces exhibited
only a modest increase inu82/Ut

2. More sizeable increase in
v82/Ut

2 and2u8v8/Ut
2 were observed in the log-law region of the

boundary layer. The region of increasedv82/Ut
2 extended well

into the outer region~.2.5 times the maximum extent of outward
movement of the algae filaments!. The peak in the2u8v8/Ut

2

profiles corresponded with the maximum extent of outward move-
ment of the algae filaments. The present profiles of the turbulence
quantities indicate that boundary layers over fairly uniform fila-
mentous algae may become nearly self-similar. The roughness
functions for these algae layers behave likek-type roughness,
scaling to some degree on their mean height while under flow.
Scatter in the roughness functions of these surfaces indicates that
further research is needed to better correlate the physical measures
of the algae layer with their roughness function.
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Nomenclature

B 5 log-law intercept
Cf 5 skin friction coefficient5(t0)/(1/2rUe

2)
E 5 elastic or Young’s modulus
H 5 shape factor5d* /u
I 5 moment of inertia of cross section of algae filament
k 5 roughness height

k0 5 undeflected roughness height
m 5 roughness density parameter

Reu 5 momentum thickness Reynolds number5uUe /n
t 5 t-statistic

U, V 5 mean velocity in thex andy direction
Ue 5 freestream velocity

DU1 5 roughness function
u, v 5 instantaneous velocity in thex andy direction

u8,v8 5 fluctuating velocity component in thex andy direction
Ut 5 friction velocity5At0 /r

x 5 streamwise distance from plate leading edge
y 5 normal distance from the boundary
a 5 statistical significance level
d 5 boundary layer thickness

d* 5 displacement thickness
« 5 wall datum error
k 5 von Karman constant~50.41!
n 5 kinematic viscosity of the fluid
u 5 momentum thickness
r 5 density of the fluid

t0 5 wall shear stress

Superscript

1 5 inner variable~normalized withUt or n/Ut!
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High Pressure Annular Two-Phase
Flow in a Narrow Duct: Part
I—Local Measurements in the
Droplet Field
Detailed measurements have been made in a high pressure, adiabatic (boiled at the inlet)
annular flow in a narrow, high aspect ratio duct using a gamma densitometer, hot-film
anemometer and high-speed video photography. Measurements of void fraction, droplet
frequency, velocity, drop size, and interfacial area concentration have been made to
support the three-field computational capability. An important aspect of this testing is the
use of a modeling fluid (R-134a) in a vertical duct which permits visual access in annular
flow. This modeling fluid accurately simulates the low liquid-to-vapor density ratio of
steam-water flows at high pressures. These measurements have been taken in a narrow
duct of hydraulic diameter 4.85 mm, and a cross-section aspect ratio of 22.5. However,
the flow displays profiles of various shapes not only in the narrow dimension, but also in
the width dimension. In particular, the shape of the void profiles depends on the entrained
droplet flux from the edges in the vapor core. The average diameter from these profiles
compare well with the models developed in the literature. Interfacial area concentration
for these low density ratio flows is higher than the highest concentration reported for
air-water flows. Video records show that along with the bow-shaped waves, three-
dimensionall-shaped waves appear in annular flows for high flow rates.
@S0098-2202~00!00902-0#

Introduction
The inception of wall-heated two-phase annular flow occurs

through a complex flow regime transition. The annular flow re-
gime consists of a liquid film on the wall and a vapor core with
droplets formed from the shearing of the roll waves. Hewitt and
Hall-Taylor @1# discussed the physical mechanisms that occur in
annular flow and the physical models that describe these mecha-
nisms. In order to delineate the heat transfer effects, researchers
have performed adiabatic tests in two immiscible fluids such as air
and water. In fact, most of the correlations and models in annular
flow such as interfacial shear, entrainment/deposition and droplet
motion have been validated using air-water experiments. How-
ever, to date, the integrated effects of these physical mechanisms
in annular flow have not been captured and compared with local
measurements of void fraction and droplet velocity.

While the flow pattern in air-water annular flows is qualita-
tively similar to that of heated annular flow in that the liquid film
stays on the wall, enclosing a vapor core, there could be signifi-
cant differences in the local variables measured due to density
ratio effects. Development of mechanistic models for multi-
dimensional computer codes for predicting two-phase flows in
many heated systems relies on local measurements of variables in
high pressure flows. Since it is difficult to measure local quantities
in steam-water flows at high pressure, this paper concentrates on
annular flow measurements in a refrigerant fluid, R-134a, with the
same density ratio as steam-water at high pressures.

Most of the measurements available in the literature have been
made for circular tubes. In rectangular geometries, for some flow
conditions, the collection of liquid at the edges allows the liquid
film to have different thicknesses and the roll waves to have dif-
ferent amplitudes. Consequently, the droplet disintegration

mechanism in noncircular geometries is nonisotropic and three-
dimensional. There is a need to generate such data in the literature
for the development of entrainment and drop size models for non-
circular geometries.

The objectives of this paper are to: 1! extend the existing data
base in annular flows to high pressure adiabatic boiling flows
~high vapor-to-liquid density ratios!; and 2! provide detailed local
measurements of void fraction, droplet frequency, droplet veloc-
ity, drop diameter and interfacial area density using hot film an-
emometry for a wide range of flow rates and two system pres-
sures. Some of these measurements are used for comparison with
the numerical results presented in Part II of the current paper
~Kumar and Trabold@2#!. This study expands upon previous work
~Trabold et al.@3#! by considering two system pressures of 2.4
MPa and 1.4 MPa, and profiles across the wide test section di-
mension, which sheds light on the three-dimensionality of the
flow in thin, high aspect ratio, vertical ducts.

It is important to emphasize that the two-phase flow system
considered in this study involves fluid physical properties for
which very few detailed local data exist. At 1.4 and 2.4 MPa,
R-134a has a liquid-to-vapor density ratio of 16.2 and 7.3, respec-
tively, compared to a ratio of about 850 for atmospheric pressure
air-water. Similarly, the surface tension of R-134a is 0.0048 and
0.0021 N/m at 1.4 and 2.4 MPa, respectively, compared with
0.072 for water at atmospheric conditions. As is demonstrated
throughout the discussion that follows, these physical properties
have significant effects on two-phase flow dynamics.

Experimental Apparatus and Measurement Systems
The experimental investigation was performed to assist in de-

veloping and validating individual closure models, as well as to
qualify the integrated prediction capability of the three-field ap-
proach in annular flow provided in Part II of this paper.

Test Section. The test section~Fig. 1! was designed to be flat
and narrow for easy optical access and to separate out edge ef-

Contributed by the Fluids Engineering Division for publication in the JOURNAL
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fects. The test section has a length of 1.2 m, a cross-section aspect
ratio of 22.5, and a hydraulic diameter of 4.85 mm. Optical access
to the flow is provided by eight quartz windows, each 38.1 mm
thick by 76.2 mm wide by 0.28 m long. The center 57.2 mm of the
windows comprises the transverse~Y! dimension of the flow duct.
The working fluid used in this study is refrigerant R-134a
~1,1,1,2-tetrafluoroethane! which, aside from its practical impor-
tance, is of scientific interest because of its very low liquid-to-
vapor density ratio and low surface tension~i.e., 7.3 and 0.0021
N/m, respectively, at 2.4 MPa!. An instrument scanning mecha-
nism positions most of the instrumentation about the test section
at any vertical, streamwise location and permits scans in a hori-

zontal plane transverse to the test section. Two-phase annular flow
was created using heaters located upstream of the test section
inlet. The absence of wall vapor generation makes it easier to
evaluate momentum exchange models without considering heat
transfer effects.

Gamma Densitometer. A gamma densitometer system
~GDS! is used to set the desired cross-section average void frac-
tion in the test section, and also to compare the average of local
void fractions obtained using the hot-film anemometer~HFA!,
described below. The GDS consists of a shielded 9 curie Cesium-
137 source located on one side of the test section, and a Sodium
Iodide ~NaI! gamma detector on the other side. The gamma den-
sitometer provides a direct density measurement of a two-phase
mixture in the path of a gamma beam using the gamma beam
intensities through the empty and two-phase-fluid-filled test sec-
tion. The void fraction,a, at any given position through the test
section is calculated from

a5
~r l2r!

~r l2rg!
. (1)

The liquid and vapor phase densities,r l and rg are determined
from a database for R-134a saturation properties at the measured
test section exit temperature.

The gamma beam width can be changed by rotating the source
collimator. The wide beam, when directed through the edge of the
test section, interrogates the entire cross-section of the fluid and
yields a measurement of the cross-sectional average void fraction.
This measurement is first compared to the predicted average void
fraction prior to comparisons of other variables. Void fraction data
scans are also obtained in the narrow dimension~Y! using the
narrow beam directed through the test section edge. These line-
averaged measurements are used to compare integrated model
predictions in Part II of this paper by Kumar and Trabold@2#. Two
minute counting times were used for both wide and narrow beam
edge measurements. The total uncertainty, based on a root-sum-
square combination of precision~random! and systematic~bias!
components at 95 percent confidence~62s!, was determined for
each type of GDS measurement. The wide beam edge measure-
ment was obtained twice and averaged for a total uncertainty of
60.017 in void fraction. For each narrow beam edge measure-
ment, the total uncertainty is60.032.

Hot-Film Anemometer. A constant temperature hot-film an-
emometer~HFA! has been used previously to measure void frac-
tion in refrigerant fluids R-113 and R-134a~Trabold et al.@4,5#!.
This earlier work was extended to velocity and droplet size mea-
surements in annular flow by Trabold et al.@3#.

Void Fraction. In the current setup, a dual-sensor probe was
installed atX588.4 cm (182Dh) in the center of the width dimen-
sion of the quartz window. This HFA probe consists of two active
sensing elements which are separated in the streamwise dimension
by some known distance. The sensors were made of platinum with
25 mm diameter and 254mm active length. As described in detail
in the earlier publications, a combined slope and level threshold-
ing method originally proposed by Carvalho and Bergles@6# was
used to analyze the HFA output voltage signals for determination
of local vapor volume fraction. These measurements have been
confirmed in bubbly, slug and annular flows through comparison
between the integrated averages of local HFA data and line-
average GDS measurements.

Droplet Velocity. The use of two sensors permits acquisition
of interfacial velocity measurements based on the cross-
correlation between two output voltage signals. The maximum in
the cross-correlation function corresponds to the most probable
time required for a gas-liquid interface to travel between the HFA
sensors, from which the mean interfacial velocity is calculated.

Fig. 1 Front view of the R-134a test section and measurement
locations
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The upstream sensor measures the void fraction and the droplet
frequency, and the twin-sensor arrangement affords measurement
of the droplet velocity.

Droplet Diameter. In addition to the local void fraction, a
measurement of local liquid droplet frequency is also obtained by
counting the number of positive voltage pulses per known mea-
surement time~Trabold et al.@3#!. Using the void fraction and
frequency measurements from the upstream sensor, and velocity
measurement from the dual sensor, the spherical equivalent drop-
let diameter can be calculated as

dd51.5
Vdad

f d
. (2)

Droplet size measurements were limited to test runs for which a
50 kHz digitization rate of the voltage signal was used. Droplet
size calculations are not reported for narrow dimension positions
~Z in Fig. 1! where the presence of the wall and liquid film would
influence the random motion of the dispersed liquid field. Since
the probe position must be greater than one droplet diameter from
the wall, drop diameter measurements are presented in Results
and Discussion forZ/t.0.2.

Interfacial Area Concentration. The interfacial area concen-
tration (ai) is of central importance in modeling the thermal-
hydraulic behavior of two-phase flows. This parameter corre-
sponds to the surface area between gas and liquid phases per
volume of two-phase mixture, and as such has units of inverse
length. For separated flows, such as the annular flows studied in
the present work, quantification ofai is complicated by the fact
that two distinct fluid structures~interfacial waves and dispersed
liquid droplets! contribute to the total interfacial area. The follow-
ing discussion outlines how the parameters measured in the
present set of experiments makes quantification of the droplet
contribution to interfacial area possible, based on a set of simpli-
fying assumptions.

Measurements of average interfacial area concentration in an-
nular two-phase flow are quite limited and local annular flow data
in rectangular geometries are nonexistent. Kataoka and Ishii@7#
characterized the average interfacial area concentration in annular
flow by combining contributions from interfacial waves and dis-
persed droplets:

āi5
4Can

Dh
A ā

12ād
1

ā

12ād
S 6ād

dsm
D (3)

whereCan is a wave roughness parameter,ād is the average vol-
ume fraction of the dispersed droplet field anddsm is the Sauter
mean droplet diameter. If this expression is applied locally in the
region of the flow where only the vapor core and droplets are
present, the interfacial area density reduces to

ai5
6ad

dsm
5

4 f d

Vd
. (4)

For small droplets, the Sauter mean and volume equivalent diam-
eters are approximately the same. This relation has been used for
interfacial area concentration measurements in bubbly flows,
based on the assumptions of spherical bubbles and bubble velocity
that is constant and possesses one component of flow direction
only ~Galaup @8#, Kataoka and Serizawa@9#, Cartellier and
Achard @10#!. The expression given in Eq. 4 was derived by Ga-
laup @8# from purely geometrical considerations for bubbles in
continuous liquid, and is valid for nondeformable and convex in-
terfaces with no statistical correlation between bubble velocity
and interface orientation. Equation 4 depends upon neither the
dispersed phase size distribution nor the shape. Galaup@8# derived
Eq. 4 for measurements of bubbles in air-water flows, where the
characteristic size of the bubbles far exceeded the effective size of
the measurement device. In the present experiments, there are
conditions under which very small droplets~i.e., size of the same

order as the 25mm diameter HFA sensor! were measured and
hence it is not reasonable to consider the droplets to be nonde-
formable. It is to be expected therefore that the largest error asso-
ciated with the application of Eq. 4 will be for very small droplets,
generally for average void fractions in excess of 90 percent. The
behavior of liquid droplets upon interaction with the HFA sensor
remains an open issue. Although in the process of deformation a
droplet would lose some of its momentum, the generally close
agreement between HFA and nonintrusive LDV velocity measure-
ments~Trabold et al.@3#! suggests that the presence of the sensor
has little effect on droplet motion.

Measurement Uncertainty.The measurement uncertainty for
all reported HFA data was calculated based on the root-sum-
square uncertainty interval for 95 percent confidence:

U56@B21~ t95Sx̄!
2#1/2 (5)

whereB is the bias limit~systematic error! and t95Sx̄ is the preci-
sion limit ~random error!. The error sources considered, and the
uncertainty bands associated with local HFA measurement, are
summarized in Table 1. The measurement of droplet frequency is
complicated by the analysis of variable amplitude voltage signals
originating from droplets of different sizes, or glancing impac-
tions of droplets on the HFA sensor. Therefore, some of the drop-
lets striking the sensor may not produce measurable voltage
peaks, thereby biasing the frequency measurement. Because of the
somewhat greater uncertainty in the frequency data, the measure-
ments of droplet diameter and interfacial area concentration,
which are inferred from frequency and other measurements, also
have a relatively large uncertainty.

Flow Visualization. A high speed video~HSV! system oper-
ated at 250 frames per second was used to obtain images of the
annular flow through the quartz window. Backlighting was used
with a strobe light source illuminating a white diffuser. These
images were used to study the behavior of the disturbance waves
that appeared as dark rings, and measure their frequency and ve-
locity for different flow conditions. At high pressure and high
flows, the liquid phase is comprised of a very dense field of small
and large bubbles, and their interfaces scatter the incident light
resulting in undistinguishable images. Hence, use of the HSV sys-
tem was generally limited to lower mass flow rates.

Results and Discussion
Detailed local measurements were obtained in annular flow of

R-134a through a thin, vertical duct with an aspect ratio of 22.5.
The two system pressures investigated were 1.4 and 2.4 MPa,
which provided comparable density ratios as found in many prac-
tical pressurized steam-water applications. The measurements
made using a dual-sensor hot-film anemometer included local
void fraction, droplet frequency and velocity. The hydraulic diam-
eter of the test section is 4.85 mm, and the wall-bounded liquid
film thickness for most cases extended to less than 0.5 mm from
the wall. The closest measurement point to the wall for the current
measurements is 0.15 mm. Although these dimensions are small
compared to the 57.2 mm width~Y! dimension of the flow duct,

Table 1 Uncertainty bands for measurements with hot-film
anemometer
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void profiles in the narrow~Z! dimension provide insight to the
dominating flow regime transition, droplet entrainment and dryout
mechanisms. Another area of modeling interest is the magnitude
of drop size and interfacial area density, both of which have been
inferred from the local measurements and compared with avail-
able air-water data.

One of the most significant findings from the present R-134a
experimental program is that the basic structure of the phase dis-
tribution across the narrow~Z! dimension is strongly dependent
upon the mass flow rate, and is for many conditions significantly
different from most previously published data. Local HFA
Z-dimension void fraction profiles are shown in Fig. 2 forw
5106 kg/hr andP52.4 MPa, with the cross-sectional average
void fraction varied by adjusting the power applied to heaters
upstream of the test section inlet. Because of the flow symmetry,
the measurements were only obtained to about duct centerline
(Z/t50.5). At ā50.75, the void profile is approximately para-
bolic as the flow undergoes transition from churn-turbulent to an-
nular flow. As the average void fraction is increased from 0.75 to
0.85 and then to 0.92, the wall-bounded film thickness reduces,
and the near-wall void fraction gradient decreases as the flatness
in the profiles extends closer to the wall. The maximum local void
fraction in each case increases as the average void fraction is
increased as expected, but stays below 1.0 due to the presence of
droplets shearing off the disturbance waves in the liquid film. The
shapes of these profiles are generally consistent with most of the
data published for low pressure flows, for example the air-water
experiments of Jones and Zuber@11# conducted in a 0.51 by 6.35
cm rectangular duct.

Figure 3 shows the local void fraction profiles for a higher flow
rate (w5532 kg/hr) at two different pressures. For these experi-
mental test runs, the HFA hardware was modified to afford tra-
versing of the probe beyond the duct centerline, in order to con-
firm the flow symmetry. These two sets of profiles are compared
with one another for the same average void fraction~as indicated
in the lower left corner of each figure!, and each profile is com-
pared with the line-average void fraction measured using the
gamma densitometer, as indicated in each figure by a horizontal
dashed line. Considering first the measurements for 1.4 MPa in
Fig. 3~a!, as the void fraction is increased fromā50.7 to 0.95, the
flow appears to proceed through several distinct transitions in the
two-phase flow structure. Although theā50.70 profile has the
‘‘classic’’ parabolic shape, similar to theā50.75 data illustrated
in Fig. 2, the local data for an average void fraction of 0.80 show
a distinct local maximum atZ/t50.8, with an approximately 6
percent void fraction decrease between this location and the duct
centerline. As the average void fraction is increased to 0.95, the
void fraction profile becomes ‘‘inverted,’’ with maximum void
fraction near the wall and minimum void fraction at the duct cen-
terline.

Now turning our attention to Fig. 3~b! for 2.4 MPa, the profiles
are dramatically different from those for the lower pressure in Fig.
3~a! and those for the same pressure and lower flow rate in Fig. 2.
These void profiles in Fig. 3~b! change shape from a center-
peaked distribution forā50.5 during transition~not shown! to a
near-wall maxima as the void fraction is increased to 0.71. This
behavior results from the thinning of the liquid film with increas-
ing mass flow, and the void inversion in the middle of the test
section is mainly due to the large flux of entrained droplets from
the edges. The thinning of the film was also observed on the
high-speed video record. As the void fraction is increased to 0.8
and then 0.88~highest void achievable for this pressure and flow
rate!, the inversion decreases slightly. The plots show that the
magnitude of void fraction measured by HFA is significantly
higher compared to the GDS cross-section average indicated by
the dashed line in each figure. This suggests the presence of a
thick liquid film near the two transverse~Y! edges. Atā50.88, the
void profile in the vapor core is approximately flat and two-
dimensional, as the liquid film is depleted around the perimeter of
the cross-section. As discussed previously by Trabold et al.@3#,
the distinct void fraction inversions measured forw5532 kg/hr
are related to the droplet entrainment mechanism. The production
of dispersed droplets by shearing of the waves in the liquid film is
ultimately dependent upon the liquid-to-gas density ratio, which
for R-134a is 16.2 and 7.3 forP51.4 and 2.4 MPa, respectively,
and the very low surface tension of 0.0048 and 0.0021 N/m at the
same conditions. In the vast majority of experimental investiga-
tions for which local measurements are available, such as air-
water and similar low pressure systems, this density ratio is on the
order of 100 to 1000, and the surface tension is on the order of
0.01 to 0.1 N/m.

To understand the characteristics of the liquid film and the dis-
turbance waves and other wave patterns in the annular flow field,
high speed video pictures of the flow were viewed from the flat
side of the test section through the quartz windows. Although the
thickness of the liquid films, which are on the order of 0.15 mm to
0.5 mm for these flows, could not be directly measured, the types
of wave surfaces, their velocity and frequency could be deter-
mined. At low void fractions~ā;0.75!, as was noted in the
center-peaked parabolic void profiles, the overall flow is still un-
dergoing late stages of transition into the annular regime, although
it is locally annular near the center. At higher void fraction~ā
50.94!, sequential video pictures~one frame image is shown in
Fig. 4! show that the waves appear as dark rough patches. The
wave velocity is expected to be lower near the edges and maxi-
mum near the center, and hence the waves are clearly bow-
shaped. The successive disturbance waves were counted, and the
distance between two waves was measured over a period of time
to obtain wave velocity and frequency. For a flow rate of 106
kg/hr, the wave frequency increases from 16 Hz to 34 Hz as the
void fraction is increased from 0.71 to 0.94. As the flow rate is
increased to 266 kg/hr, the wave frequencies for void fractions
0.71 and 0.82 are 50 Hz and 66 Hz, respectively. Thus, in general,
the wave trends observed in high pressure refrigerant flows are
similar to those of air-water flows, namely, the wave frequency
increases with both gas flows~through increasing void fraction!
and liquid flow rates~Hall-Taylor et al. @12#, Hall-Taylor and
Nedderman@13#!. However, the superficial gas velocity for these
cases is on the order of 1 to 2 m/sec. Compared to Okada et al.’s
@14# wave frequency versus superficial gas velocity plot, the fre-
quency in the current high gas density flows is significantly
higher, consistent with Gill et al.’s@15# measurements in high gas
density flows.

The average wave velocity measured from the video pictures
for ā50.94 is 0.57 m/s. For a neutrally stable film, using a simple
force balance at the interface between the liquid film and the
vapor core, the wave velocity can be obtained as

Fig. 2 Local Z-dimension void fraction distributions for w
Ä106 kg Õhr and PÄ2.4 MPa
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The average values of vapor velocity,ug , and liquid velocity,u1 ,
can be calculated using the one-dimensional relationship in terms
of measured quality and mass flux as
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G

r1
. (7)

A similar expression was also obtained by Gottmann et al.@16#.
The wave velocity calculated using Eqs.~6! and ~7! is 0.62 m/s
which compares well with the wave velocity measured from video
footage.

The visualized waves are not always clearly defined in the
video images. When the liquid film at the transverse~Y! edges is
thick, as in the case of 266 and 532 kg/hr in the void fraction
range of 0.85, several waves emerging from one edge are ob-

served to only extend to the middle of the test section. These half
waves are initially relatively slow but then occasionally coalesce
with half waves originating from the other edge, and then travel
much faster as full bow-shaped waves. These disturbance waves
may approach a slow moving half wave upstream and form a
l-shaped wave. Thel-shaped waves then propagate through the
film. Although this unique phenomenon has not been reported
previously, it is not unlike the circumferential ring waves ob-
served recently in air-water flows in tubes~Ohba et al.@17#,
Okada et al. @14#!, but much more distinguished and three-
dimensional because of the high aspect ratio of the duct.

To develop an understanding of the effect of this observed liq-
uid film wave behavior on the dispersed droplet field, as well as to
assess the degree of three-dimensionality of the flow, a dual-
sensor hot-film probe was installed between the third and fourth
window elevations~i.e., between Windows 3 and 7 and Windows
4 and 8; see Fig. 1!. This probe scanned across theY dimension at
the test section center plane~i.e., Z/t50.5!. In Fig. 5, local
Y-dimension velocity data are presented forP51.4 MPa and 2.4
MPa atw5532 kg/hr, the same conditions for whichZ-dimension

Fig. 3 Local HFA Z-dimension void fraction profiles for wÄ532 kg Õhr „a… P PÄ1.4 MPa; „b… PÄ2.4 MPa. Dashed
line is the cross-section average void fraction using the gamma densitometer.
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void fraction data are provided in Fig. 3. The transverse velocity
profiles for these two pressures exhibit a dip near the transverse
test section center. This is a result of the disturbance waves that
originate near the edges of the test section merging in the center
and deposit a higher concentration of larger, presumably slower
moving, liquid droplets. This hypothesis is strengthened by the
void profiles that display a decrease in void fraction for many of
the runs near the test section center, which is consistent with the
video images in Fig. 4 indicating dark regions of slower moving
fluid in the center.

One of the most important parameters that governs the transport
process in the annular vapor core is droplet entrainment. The ratio
of the liquid phase in the film to that in droplet form varies ac-
cording to the fluid flow rates and the density ratio. Although no
direct measurement of the entrained fraction of droplets is avail-
able for refrigerant flows in non-circular ducts, the amount of
entrainment affects the void fraction distribution which can be
compared with models as discussed in Part II of this paper.
Among the different types of generation of droplets associated
with entrainment~Hewitt and Hall-Taylor@1#!, roll wave shearing
and liquid bridge disintegration mechanisms are considered most
responsible in the current flow situation. Since roll waves are
present both on the flat side of the walls as well as the edges, and
even if the mechanism of entrainment is the same for each, the
rates may be different. Since the wave patterns from the videos
and the void fraction profiles suggested that the edge film is con-
siderably thicker, it is possible that liquid bridges may exist for
some flow conditions, which would disintegrate contributing to
large size droplets.

The characteristics of the dispersed droplet field in the narrow
~Z! dimension are captured in Figs. 6 and 7 which illustrate local
void fraction, droplet velocity, droplet frequency, droplet diameter
and interfacial area density. The void fraction and velocity data

have been qualified previously based upon comparisons to simul-
taneous gamma densitometer and laser Doppler velocimetry
~LDV ! measurements.

In Fig. 6, the effect of cross-sectional average void fraction on
the Z-dimension parameter distributions is illustrated forw
5532 kg/hr andP51.4 MPa. The void fraction data~Fig. 6~a!!
were presented previously in Fig. 3~a!, but are included here for
completeness. Despite the inversion in the local void fraction data,
resulting in a local minimum at the duct centerline, the velocity
~Fig. 6~b!! increases monotonically from the measurement posi-
tion nearest the wall. For the lower void fraction condition (ā
50.80), there is a definite change in the profile from the near-wall
region (0.9,Z/t,1.0) to the central core region (Z/t,0.85). For
this experimental condition, it appears that the HFA probe is be-
ing traversed through the wall-bounded liquid film, into the inter-
facial waves, and finally into the dispersed droplet field. No such
velocity trend is observed forā50.95, as the liquid film is very
thin, and the HFA probe is exposed only to dispersed droplets in
continuous vapor.

The local frequency measurements presented in Fig. 6~c! show
that there is an approximately 75 percent increase inf d upon
increasing the average void fraction from 0.80 to 0.95. The lower
void fraction data display nearly constant frequency across the
vapor core, while a slight maximum exists in the profile forā
50.95. As given previously in Eq.~2!, the local droplet diameter
can be calculated from measurements of void fraction, velocity
and frequency, and these data are plotted in Fig. 6~d!. From the
inversion in the void fraction scans~Fig. 6~a!!, it is evident that
the liquid volume fraction (ad512a) is greatest at the duct cen-
terline. Because the gradients in velocity and frequency are small,
this volume fraction peak also leads to a peak in the local droplet
diameter near the centerline. As expected, there is a significant
decrease in the magnitude of the diameters as the cross-sectional
average void fraction is increased from 0.80 to 0.95. As given by
Eq. ~4!, the local interfacial area concentration in the vapor core
can be calculated from measurements of velocity and frequency.
The data scans for two average void fraction atP51.4 MPa and
w5532 kg/hr are shown in Fig. 6~e!. Because the velocity and
frequency increase in similar proportions upon increasing the void
fraction from 0.80 to 0.95, the net result is that the localai values
are nearly equivalent. Also, the profiles are approximately flat
over the range 0.3,Z/t,0.8.

Figure 7 shows the effect of mass flow rate on the local
Z-dimension parameter distributions for a fixed system pressure of
2.4 MPa and cross-sectional average void fraction of 0.94. Be-
cause of the very high average vapor volume fraction, the liquid
film is quite thin and the void fraction profiles~Fig. 7~a!! are
nearly flat as the probe is traversed through the dispersed droplet
field. In Fig. 7~b! it is seen that the local velocity increases by a
factor of approximately five, which is in line with the increase in
the mass flow rate from 106 to 532 kg/hr. The droplet frequency
data in Fig. 7~c! illustrate the more than ten-fold increase in drop-
let frequency at the higher flow rate, as well as the significant
gradient in frequency between near-wall and centerline measure-
ment locations forw5532 kg/hr. The data in Fig. 7~d! show a
definite decrease in droplet diameter for the higher flow rate. Un-
like the trend shown in Fig. 6~e!, the interfacial area concentration
is strongly dependent on mass flow rate, and apparently increases
toward the duct centerline. Interfacial area concentration results
are discussed further later.

Various drop size models have been discussed by Azzopardi
@18#. Trabold et al.@3# presented drop size measurements for high
pressure flows. Their measurements did not include lower pres-
sure ~still significantly higher than atmospheric pressure! cases.
The objective of the current presentation of the reanalyzed droplet
data is to test the available models in the literature and implement
the most suitable model in the three-field code to obtain integrated
predictions~Kumar and Trabold, Part II@2#!. Two models under
consideration are Ueda’s@19,20# based on his R-113 refrigerant

Fig. 4 Photographs of waves in annular flow
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data, and a more mechanistically based model by Kocamustafao-
gullari et al.@21#. By introducing the vapor-to-liquid density ratio,
a correlation was derived to describe data for a variety of fluids,
including R-113, water and aqueous glycerol solutions:

dm

Dh
55.831023F s

mgUg
S rg

r1
D 1.25G0.34

55.831023R0.34 (8)

wheredm is the volume weighted droplet diameter.
A comparison of the mean R-134a droplet diameter measure-

ments~averaged from the presented profiles! and the correlation
of Ueda@19# is illustrated in Fig. 8. The parameterR was calcu-
lated using R-134a physical properties at saturation pressures of
1.4 and 2.4 MPa. Included in Fig. 8 are the air-water data of
Wicks and Dukler@22#, which were also obtained in a rectangular
duct. It is evident that the Ueda droplet size relation underpredicts
much of the R-134a data, as well as most of the data of Wicks and
Dukler.

The second model considered is by Kocamustafaogullari et al.
@21# who developed an expression for the Sauter mean droplet
diameter, by considering the maximum stable droplet size in the
turbulent vapor core:

dsm
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50.65Cw

24/15Wem
23/5S Reg

4

Re1
D 1/15F S rg
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D G4/15S Dr
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where:
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1

35.34Nm0.8 for Nm<
1

15
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Nm5viscosity number5
m f

Fr fsS s

gDr D 1/2G1/2 (11)

Fig. 5 Local Y-dimension velocity profiles for wÄ532 kg Õhr „a… PÄ1.4 MPa; „b… PÄ2.4 MPa. Dashed line is the
mixture velocity
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and the gas Reynolds number (Reg) and liquid Reynolds number
(Rel), are based on the phasic superficial velocities. In Fig. 9, the
mean R-134a droplet diameter data obtained atP51.4 and 2.4
MPa are compared with the relation of Kocamustafaogullari et al.
~Eq. ~10!! and the rectangular duct data of Wicks and Dukler@22#.
It should be noted that the factor (Dr/r1)23/5 appears on the
right-hand side of Eq.~9! based on the original derivation for
fluids having small density ratios. For high pressure~2.4 MPa!,
this factor increases droplet diameter by more than 9 percent. The
data plotted in Fig. 9 show some scatter about the line represent-
ing Eq.~9!, but this relation reasonably describes the overall trend

in the data. This is significant because of the wide variety of fluid
physical properties, gas and liquid flow rates and duct geometries
investigated, and the various measurement techniques employed.
Perhaps the most encouraging aspect of this data comparison is
that the liquid-to-gas density ratio varied from 7.3 for R-134a to
3700 in the helium-water experiments of Jepson et al.@23#.

Now, more attention is paid to interfacial area concentration
profiles illustrated in Figs. 6~e! and 7~e!. Once again, this calcu-
lation is limited to regions of the flow for which the hot film
results showed close agreement with simultaneous LDV measure-
ments~Trabold et al.@3#!. The local interfacial area concentration
falls within a fairly narrow range along the narrowZ-dimension.
This result is not surprising since most droplet frequency and
droplet velocity profiles were flat in the vapor core. The local

Fig. 6 Local Z-dimension parameter distributions for wÄ532 kg Õhr and PÄ1.4 MPa; „a… void fraction; „b… veloc-
ity; „c… frequency; „d… droplet diameter; „e… interfacial area concentration.
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measurements acquired for each experiment were spatially aver-
aged, and the results are presented in Fig. 10 to demonstrate the
variation with average void fraction. Several points can be made
from this figure. For the same void fraction and system pressure,
as the mass flow rate is increased, the interfacial area concentra-
tion increases. For the same flow rate of 532 kg/hr, as the pressure
is increased from 1.4 MPa to 2.4 MPa, the interfacial concentra-
tion increases. The distribution of interfacial area with void frac-
tion is relatively flat within the experimental uncertainty.

As documented by Ishii and Mishima@24#, most data available
for interfacial area concentration,ai , correspond to air-water
flows in circular pipes. The largest average interfacial area con-
centration reported in such flows is 25 cm21 measured at a gas
superficial velocity of 37 m/s~Wales@25#!. For many of the test

conditions covered in the present study, the averageai signifi-
cantly exceeds this value even though the maximum gas superfi-
cial velocity was only 7.2 m/s.

The wide variations between the present R-134a experiments
and those available in air-water may be related to two key param-
eters: the fraction of entrained liquid and the mean liquid droplet
size. For a given quality, the entrainment fraction corresponds to
the mass fraction of the liquid phase that is contained in the dis-
persed droplet field. Liquid in the form of dispersed droplets
would contribute more to the interfacial area than if flowing as
part of the liquid film. A large value of entrainment fraction
would, of course, correspond to a large average droplet volume
fraction, ād . For a representative pipe diameter of 1 cm and vol-
ume mean droplet diameter of 500mm, Ishii and Mishima devel-

Fig. 7 Local Z-dimension parameter distributions for aÄ0.94 and PÄ2.4 MPa; „a… void fraction; „b… velocity; „c…
frequency; „d… droplet diameter; „e… interfacial area concentration.
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oped a plot of the characteristic interfacial area concentrations for
variations in both average void fraction,ā, and average droplet
volume fraction,a f d . For many of the present experiments, both
the local void fraction profiles and high-speed video records sug-
gest the presence of a thin liquid film. Therefore, much of the
liquid phase is contained within the liquid droplets, thereby in-
creasing the value ofa f d and the expected range of average inter-
facial area concentrations.

For a given volume of liquid, the interfacial area is greater for
a larger number of small droplets. Therefore, an inverse function-
ality exists betweenai and the droplet diameter, as described by
Eq. ~4!. The ratio of expected droplet size in an air-water flow
through a 1 cmdiameter pipe to that in TF-116 can be estimated
by invoking the correlation of Ueda@20#. For a given gas super-
ficial velocity, Eq.~8! yields

dR2134a

dair-water
5

H DhF s

mg
S rg

r1
D 1.25G0.34J

R2134a

H DhF s

mg
S rg

r1
D 1.25G0.34J

air-water

. (13)

Substitution of the appropriate physical property and hydraulic
diameter information yields a diameter ratio of 1.1 for R-134a at
2.4 MPa and 1.25 at 1.4 MPa. Hence, the expected droplet size for
R-134a is of the same order of magnitude as a typical air-water
flow for which interfacial area concentration data are reported. It
may therefore be concluded that the higher interfacial area con-
centration in the refrigerant flow is primarily a result of a larger
entrainment fraction.

Conclusions
Detailed local measurements of void fraction, droplet fre-

quency, velocity, mean drop size, and interfacial area concentra-
tion have been obtained using a hot-film anemometer in annular
flow through a vertical duct. These measurements improve the
current understanding of physical mechanisms, as well as extend
the existing data base in low liquid-to-vapor density ratio flows.
The line-averaged void fraction and the droplet velocity measure-
ments have been primarily obtained to validate the integrated ef-
fects of the models in Part II of this work. By making measure-
ments in both coordinates of the cross-section, it has been shown
that even in vertical flows for an aspect ratio of 22.5, the flow can
be three-dimensional with a large flux of entrained droplets from
the edges. These droplets lead to an inversion in the void fraction,
which is predominant for void fraction less than 0.9 for almost all
flow rates. The flow is three-dimensional for void fractions much
less than 0.9 and high flow rates. Corresponding to the void pro-
files, the droplet diameter profiles increase or decrease toward the
center of the duct depending on the average void fraction and the
flow rate. The average droplet diameter agrees well for both sys-
tem pressures with the model proposed by Kocamustafaogullari
et al. @21# when the lower liquid-to-vapor vapor density ratio is
taken into account. Interfacial area concentration increases with
flow rate and pressure, and is found to be significantly higher
compared to similar measurements made in air-water flows. This
appears to be due to a larger entrainment fraction in the low den-
sity ratio refrigerant flows.

The wave patterns have been analyzed using high speed pho-
tography, and the wave velocity measured by wave counting
matches reasonably well with one-dimensional models for
neutrally stable film. Disturbance waves are bow-shaped when
two-dimensional as is usually observed in circular tubes, and
l-shaped when three-dimensional. These limited measurements
suggest that the wave frequency increases with both gas flows
~through increasing void fraction! and liquid flow rates as reported
by Hall-Taylor et al.@12# and Hall-Taylor and Nedderman@13#
in air-water flows, and with gas density as reported by Gill
et al. @15#.
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Fig. 8 Comparison of droplet diameter data to relation of
Ueda †19‡

Fig. 9 Comparison of droplet diameter data to relation of
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Fig. 10 Relationship between average void fraction and inter-
facial area concentration for PÄ1.4 and 2.4 MPa
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Nomenclature

ai 5 interfacial area concentration
B 5 measurement bias

Dh 5 duct hydraulic diameter
dm 5 volume mean droplet diameter

dsm 5 sauter mean droplet diameter
f d 5 droplet frequency
G 5 mass flux
j 5 superficial velocity

L 5 test section length
P 5 pressure

Re 5 Reynolds number
Sx̄ 5 precision index

t 5 duct thickness
t95 5 student’st for 95 percent confidence
u 5 mean phasic velocity
U 5 measurement uncertainty
V 5 HFA output voltage

Vd 5 droplet velocity
W 5 duct width

Wem 5 modified Weber number
w 5 mass flow rate
x 5 quality
X 5 streamwise~length! dimension
Y 5 transverse~width! dimension
Z 5 spacing~thickness! dimension

a,ā 5 void fraction
Dr 5 density difference
m 5 dynamic viscosity
r 5 density
s 5 surface tension

tm 5 time associated with maximum cross-correlation fac-
tor

Subscripts

d 5 droplet field
g 5 gas phase
l 5 liquid phase

w 5 wave
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High Pressure Annular Two-Phase
Flow in a Narrow Duct: Part
II—Three-Field Modeling
This paper outlines the development of a three-field modeling approach in annular flow
and the predictive capability of an analysis code. Models have been developed here or
adapted from the literature for the thin film near the wall as well as the droplets in the
vapor core, and have been locally applied in a fully developed, two-phase adiabatic
boiling annular flow in a duct heated at the inlet at high pressure. Numerical results have
been obtained using these models that are required for the closure of the continuity and
momentum equations. The two-dimensional predictions are compared with local void
fraction and droplet velocity (using a hot film anemometer), and average void fraction
(using gamma densitometry) for a refrigerant fluid flowing in a narrow vertical duct with
a cross-section aspect ratio of 22.5. Predicted results match the experimental data well
for high void fraction annular flows, validating the overall modeling approach.
@S0098-2202~00!01002-6#

Introduction
Annular flow research is the most challenging among all the

flow regimes in two-phase flows because liquid exists as both
continuous film and droplets. This regime is also the most impor-
tant because it is usually a precursor to wall dryout. Annular flow
usually occurs through a transition from the slug/churn turbulent
flow regimes at high void fractions. It presents a complicated
pattern of liquid phase in the form of a base film, disturbance
waves and droplets, separated by a vapor core. The interface be-
tween the thin liquid film and the vapor core is characterized by a
wavy motion. There are generally two types of waves: the high
amplitude, low wavelength disturbance or roll waves, and the low
amplitude, high wavelength ripple waves, which act to both in-
crease the interfacial shear stress and introduce droplets into the
gas core. There can also be gas entrainment in the liquid film.
Hall-Taylor et al.@1# and Hewitt and Hall-Taylor@2# discuss the
physical mechanisms that occur in annular flow and the physical
models that describe these mechanisms.

The random motion of the waves presents some special prob-
lems in annular flow modeling and measurements that are not
present in bubbly flows. These waves affect the interfacial shear
stress, droplet motion, deposition, and entrainment rates. These
complexities have been individually modeled by various authors.
Numerous papers have appeared in the literature that attribute the
increase in interfacial shear in annular flow to the wave motion.
Progress in modeling interfacial shear can be traced from a simple
correlation between the film thickness and the interfacial friction
factor ~Wallis @3#! to a law-of-the-wall approach~Hewitt and Go-
van @4#! to introducing wave and turbulence characteristics~Kang
and Kim @5#!. Similarly, a number of papers have dealt with the
droplet motion in the turbulent vapor core, and in particular, the
drop size and entrainment and deposition of droplets~Cousins and
Hewitt @6#, Kataoka et al.@7#, Ueda @8#, and Azzopardi and
Teixeira @9#!.

These papers and many others contributed significantly to two-
phase annular flow modeling and experimental data base. These
models capture the features of the vapor core separated by a con-
voluted interface, and together they contribute to the appropriate
distribution and motion of the droplets in the vapor core. How-

ever, such an integrated effect of these physical mechanisms has
not been numerically modeled in annular flows to date.

The current paper discusses the methodology and solutions to
ensemble-averaged transport equations that describe the two-
phase annular flow. An averaging process~Drew @10#! is used to
derive a system of governing equations to describe the macro-
scopic flow phenomenon. As done in capturing the turbulence
characteristics, the averaging process usually filters out the details
of the flow fields; and, therefore, additional closure equations or
models need to be introduced. In the traditional two fluid ap-
proach, the liquid and vapor phases are treated separately with a
set of governing equations attributed to each phase. By contrast, a
four-field approach as presented by Siebert et al.@11# is used to
subdivide the flow further into fields rather than phases. These
idealized fields are: dispersed vapor field~dv!, continuous liquid
~cl!, dispersed liquid~dl!, and continuous vapor~cv!. Within each
continuous field, a dispersed field of the opposite phase can exist.

This paper has three specific objectives. 1! An ensemble aver-
aging approach is used in a three-field framework and applied in a
two-dimensional analysis code. Since the flow is annular and no
heating is applied on the wall, dispersed vapor~dv! field is not
created, and in effect, only three fields are used in the current flow
situation. 2! Mechanistically based models are developed or cur-
rently available models are adapted from the literature for closure
of the governing equations. Specifically, interfield~entrainment
and deposition! models, interphase~interfacial shear! models, and
other force models are locally applied to appropriately separate
the liquid film from the vapor core, and to capture the physics of
the droplet motion. 3! Predictions are compared with measure-
ments obtained using hot film anemometry and gamma densitom-
etry for different flow rates and two system pressures in a refrig-
erant fluid, R-134a~SUVA!, at elevated temperature and pressure
conditions. Emphasis is placed on the analysis of vapor fraction in
the continuous vapor field and velocity in the dispersed liquid
field. Shortcomings of modeling are discussed.

Governing Equations
Drew @10# described a fundamental interpretation of time and

space averages by defining the ensemble average based on the
probability of a process occurring among a set of processes. To
ensemble average the governing set of equations, a phase indica-
tor function,Xk , is introduced as:
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Xk~x,t !5H 1 if phase k at x,t

0 otherwise
(1)

The average of the phase indicator function,Xk , is the volume
fraction of phasek, ak , and the normal derivative of this phase
indicator function is the interfacial area density. All the remaining
variables are weighted averages as

rk5
rkXk

Xk
5

rkXk

ak
, (2)

and

f k5
f kXkrk

akrk
. (3)

To perform the ensemble averaging process, the conservation
equations and interface jump conditions are each multiplied by the
phase indicator function,Xk , and then the equation is averaged
using Eqs.~2! and ~3!. The final forms of the ensemble-averaged
phasic governing equations can be written for any number of
fields present in the flow. The predictive capability in the annular
flow regime with no wall heating can be improved by an optimum
number of three idealized fields: continuous liquid~cl!, continu-
ous vapor~cv! and dispersed liquid~dl!. The dl-field is contained
within the cv-field, and the cl-field is separated from the cv-field.
The transfer of mass between fields~cl-dl and dl-cl! occurs
through the hydrodynamic mechanisms of liquid bridge breakup,
entrainment and deposition. This redistribution of mass among the
different fields provides the predictive capability to handle flow
regime transitions as continuous events rather than as discrete
events. The governing equations for the three fields are given in
the following Cartesian tensor form.

Conservation of phasic mass

]

]t
~a ir i !1¹"~a ir ivi !5(

j Þ i
~G j i 2G i j ! (4)

Conservation of phasic momentum

]

]t
~a ir ivi !1¹"~a ir ivivi !

52a i¹pi2ti "¹a i1¹"a i~ti1ti
Re!

1M i1(
j Þ i

@Di j ~vj2vi !1G j i vi2G i j vi # (5)

Volume fraction constraint

(
i

a i51; 0<a i<1 (6)

Here, subscripti denotes the field under consideration~i 5cl,
dl, cv!. In the presence of three fields, there are only two admis-
sible interfaces: cv-cl, and cv-dl. The dv-cl interface is not admit-
ted or discussed in this paper. A double subscript denotes a quan-
tity transferred from the field indicated by the first index~donor
phase! to the field indicated by the second index~receptor phase!.
G represents the interfacial mass transfer rate between fields due
to entrainment and deposition.Di j (vj2vi) represents the interfa-
cial drag force between fields, andM i represents nondrag interfa-
cial forces between fields.

The phases are coupled via interfacial transfer terms~under-
lined in Eqs.~4! and ~5!!, and jump conditions are used to relate
the transfer of mass, momentum, and energy across the interface.
The continuity jump condition requires zero mass accumulation
on the interface. The momentum jump condition dictates that the
net force acting on the interface is balanced by surface tension
effects. In drag-like terms, the velocity difference across the in-
terface is equal to the difference between the phasic velocities; but

in mass transfer terms, the mass is assumed to depart the donor
phase at the donor phase velocity and arrive in the receptor phase
with that same velocity.

k-« Transport Equations. The form of thek-« transport
equations used here is a simple extension of the steady-state single
phase model to two-phase flows. These transport equations are
used only for the continuous liquid~cl! and continuous vapor~cv!
fields. The production terms are refined in the wall node for an-
nular flows as will be described in the modeling section. The
dissipation of kinetic energy,«, is calculated from the transport
equation for turbulent dissipation.

Kinetic Energy Equation

¹•~r ia iviki !5¹•H a i S m i1
m i

T

sk
D¹ki J 1Pi2r ia i« i (7)

where

Pi5a imeff¹uk•~¹uk1¹uk
T!. (8)

Kinetic Energy Dissipation Equation

¹•~r ia ivi« i !5¹•H a i S m i1
m i

T

s«
D¹« i J 1C1

« i

ki
Pi2C2r ia i

« i
2

ki
(9)

Boundary Conditions
At the inlet to the duct, the following values are set for each of

the four fields: 2 velocity components, density, volume fraction,k
and «. Since the quality is measured from the experiments, the
inlet cv-volume fraction is set based on the quality and vapor-
liquid density ratio. If a phase is not present at the inlet (a i
50), then its inlet conditions do not affect the results, and rea-
sonable values corresponding to zero-slip, saturated conditions are
typically given. A pressure boundary condition is specified across
the exit plane of the duct. No slip boundary conditions are used on
the walls of the duct. Setting the system pressure and fluid type
completes the flow specification.

In the three-field~cl, cv, and dl! formulation used, thirteen
transport equations~one continuity and two momentum equations
per field;k and« equations in the two continuous fields! and one
algebraic equation~volume fraction constraint! are solved. This
equals the number of unknowns~u, v, anda in each of the three
fields, one pressure common to all fields, andk and « in the cl-
and cv-fields!. Details of the numerical schemes are available in
Siebert et al.@11#.

Numerical Procedure
The system of governing differential equations is discretized

using a finite volume formulation in which first order hybrid up-
winding is used for the convection terms. The discretized equa-
tions are solved using the SIMPLEC algorithm~Patankar@12#!.
Pressure velocity coupling is enforced using the algorithm devel-
oped by Rhie and Chow@13#. The phase-coupling algorithm origi-
nally developed by Spalding@14# for a nonstaggered grid in the
commercial code, CFDS-FLOW3D~AEA @15#!, was substantially
modified to incorporate a multi-field flow scheme~Siebert and
Antal @16#!. Several different grid spacings were examined~for
example, 37316, 37324, and 37332! and the numerical results
presented are generated with nonuniformly spaced grids~37316!
using the Cray C90 computer. This grid was found to be adequate
for the experimental conditions reported. Solution convergence
was measured by examining the mass, momentum and energy
residuals in the continuous liquid field. Additional measures of
convergence included global mass and energy balances~typically
,1025!.
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Discussion of Models
Since the equations are ensemble-averaged, physical informa-

tion is lost. This information is recovered in the equations through
closure conditions/models. These models represent field-to-field
and field-to-wall interactions, and are underlined in Eqs.~4! and
~5!. The models that are categorized as drag and nondrag models
are either developed here or adapted from the literature. The one-
dimensional models obtained from the literature are modified to
apply locally on a two-dimensional basis. The annular flow mod-
els discussed in this section are divided into two categories: 1!
thin film, and 2! droplet models. The thin film contains the cl-cv
interface, and are further divided into wall and interfacial models.
The vapor core contains the droplets, and hence the cv-dl
interface.

Thin Film Models.

Wall Lateral Force. In a three-field prediction~i.e., without
the dv-field!, the formation and maintenance of annular flow is
determined by the forces which act on the wavy interfaces. Spe-
cifically, an aerodynamic force, called the wall lateral force,
which restores the quasi-equilibrium condition on the cl-cv inter-
face due to a Bernoulli type pressure force. Woodmansee and
Hanratty@17# assumed that atomization is governed by a Kelvin-
Helmholtz mechanism and that the destabilizing force is the pres-
sure variation over the wave. This force is taken to be proportional
to the product of the density and the square of the relative velocity
between the phases. Antal et al.@18# developed a bubbly flow
lateral force to move the bubbles toward the center of the duct.
This model was modified by Kumar and Edwards@19# using a
length scale that is proportional to the hydraulic diameter instead
of the bubble diameter.

The form of the annular flow wall lateral force is written as

Mw5
2acvr1vR

2

Dh
S S Cw2

Dh

2ywall1
D a

1~2Cw1!aD 1/a

2S S Cw2

Dh

2ywall2
D a

1~2Cw1!aD 1/a

(10)

where a is a smoothing parameter,ywall1 is the distance to the
nearer wall, andywall2 is the distance to the farther wall. The
smoothing function is used to remove a discontinuity in the wall
force. For this analysis, following an optimization study on the
coefficients, values of21.731025 and 231025 are used forCw1
andCw2 .

Wall Shear. It is assumed that the continuous liquid is in con-
tact with the wall in annular flow, and flows as single-phase Cou-
ette flow along the wall. Therefore, the wall shear is applied only
to the cl-field and not to the dl- or cv-fields. Wall shear stress is
related to the turbulent kinetic energy by

tw5Cm
0.5r lkp,cl . (11)

Using the definition of friction velocity and the relationship in Eq.
~11!, the scaled variable,y1, can be redefined as

y15
r l~yc!Cm

0.25kp,cl
0.5

m l
(12)

whereyc is half the thickness of the film, given by the product of
the cl-volume fraction and the nodal distance,yp . Now, the wall
shear stress can be written as

tw5Tmup,cl , where (13)

Tm5
r lCm

0.25kp,cl
0.5

up
1 . (14)

The nondimensional velocity,up
1 , uses a law-of-the-wall formu-

lation which is recast as

up
15

1

k
ln~Ey1! (15)

whereE andk are new constants to be determined for two-phase
flows. Equations~13!, ~14!, and~15! provide the wall shear stress
at every wall node in the streamwise direction in terms of the
neighboring nodep perpendicular to the wall.Cm in Eq. ~14! takes
a constant value of 0.09. The constantsE andk in Eq. ~15! are the
single-phase values, 9.0 and 0.4, respectively.

Interfacial Shear. Interfacial shear models have been devel-
oped in the literature for annular flow based on the extensions of
single-phase flow approaches to account for the wavy interface
and entrainment. By considering that the waves on the interface
act as roughness elements, a two-phase friction factor similar to
the pipe friction factor for single-phase flow has been developed.
The liquid film is treated as a rough surface and can be expressed
in terms of an equivalent sand roughness. Gill et al.@20# calcu-
lated the equivalent sand roughness and showed that the interfa-
cial shear increased with increasing film thickness.

Wallis @3# showed that at atmospheric pressure for air-water
flows, a wavy annular film is equivalent to a sand roughness of
four times the film thickness over the range 0.001,ks /D,0.03,
whereks is the grain size of the equivalent sand roughness. He
stated that the interfacial shear stress depends on the difference
between the gas velocity and some characteristic interface veloc-
ity. For gas velocity much larger than liquid velocity, he proposed
an interfacial shear model as:

t i5 f i
1
2 rgug

2 (16)

where

f i5 f spS 11300
d

dh
D , (17)

d is the film thickness, andf sp is the single-phase friction factor
taken to be 0.005. The quantity in parentheses in Eq.~17! is the
two-phase correction factor, which is merely a simplification of
the shift in the logarithmic laws proposed in the literature~Dobran
@21#, Hewitt @22#, and Kumar and Edwards@19#!.

cl-cv Interfacial Area Density and Mean Description of the
Wave Structure. In order to model the cv-cl interfacial area den-
sity, some assumptions about the interface must be made. For this
analysis, the continuous liquid is assumed to flow as a film along
the wall. The wall is assumed to be completely wetted~acl51.0 at
the wall!, and the cl-volume fraction decreases rapidly in the first
few nodes away from the wall. In the actual flow situation, the
steepness of the transition from the wall~acl51 to the coreacl
;0! is determined by the film thickness and wave characteristics
of the interface. These wave characteristics, in turn, are deter-
mined by the flow rates, heat fluxes, and momentum forces acting
on the interface. The smooth transition inacl may be interpreted
as the effect of a wavy interface on the mean void distribution,
although the details of the wave structure are not captured by this
model.

The derivation of the interfacial area density is developed
within the cell model averaging framework~Drew @10#!. Using a
phase indicator function as given in Eq.~1! and Reynolds rules of
averaging, the interfacial area density is calculated from the gra-
dient normal to the wall in the cl void fraction, or

Acl-cv- 5¹a•n̂ (18)

wheren̂ is a vector normal to the wall.

Droplet Models.

Droplet Entrainment. The total entrainment rate is modeled as
the sum of two separate physical phenomena: the entrainment of
droplets from the roll wave shearing and the break-up of continu-
ous liquid bridges, as follows.
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Gcl-dl5Gcl-dl
f 1Gcl-dl

b . (19)

It is assumed that these two types of entrainment are separable
and occur in different regions of the flow. The film entrainment
model of Kataoka and Ishii@23# was adapted to multidimensional
predictions by extending the original averaged one-dimensional
models to two dimensions. It is assumed that the entrainment
mass flux given by the Kataoka and Ishii@23# correlation is the
same for a film in a small thickness/width duct whose surface area
and thickness is the same as that in the cylindrical geometry. It is
further assumed that the correlation can be ‘‘localized’’ by replac-
ing the cross section-averaged quantities in the dimensionless
numbers with local values. The entrainment rate,Gcl-dl

f , is given
by the following set of equations.

GEDh

mcl
56.631027Re1

0.74Recl
0.185We0.925S mg

m f
D 0.26

, (20)

where

Re15
r1~adludl1aclucl!Dh

m1
, (21)

Recl5
r1acluclDh

m1
, (22)

and

We5
rv~acvucv!

2Dh

s S r12rg

rg
D 1/3

. (23)

Since the droplets are entrained from the cl-cv interface, the local
mass flux is calculated and applied through the local cl-cv inter-
facial area density, as

Gcl-dl
f 5GEAcl-cv- . (24)

The droplets are also formed in the transition regime where the
liquid bridges break up. The fragmentation is caused by flow in-
stabilities and surface tension. These droplets have varying size. A
triangular relationship based on the concept of a critical Weber
number, breakup time and velocity history by Pilch and Erdman
@24# is used in this model. When the breakup occurs, the droplet
velocity is assumed to be equal to the mean velocity of the cl-field
from which it was created. The mass transfer rate due to breakup
is given by the following set of equations.

Gcl-dl
b 5C1acvr l f acl , (25)

where

f 5FucvArv /r l /D0 , (26)

D052A s

g~r l2rg!
, (27)

and

F50.07~We0.525.0!. (28)

Eq. ~28! is a simplified correlation developed here from Pilch and
Erdman’s@24# measurements for different Weber number ranges.
Pilch and Erdman@24# proposed their correlation for the breakup
of isolated liquid drops that are suddenly exposed to a high-
velocity field. Weber number, We, in Eq.~28! is given by

We5D0rvucv
2 /s (29)

In the current flow situation, as can be noted in Eq.~25!, liquid
breakup of the cl-field occurs only when the cv-field is present,
i.e., in the presence of an interface. Therefore, it may be viewed
that the cl-field present in the node along with the cv-field is a
large drop which is about to break up.

Droplet Deposition. The deposition model is a simple, flux
based model that approximates the mass flow rate of droplets into
the continuous liquid film as

Gdl-cl5r ludlA-. (30)

The droplet velocity is given by the speed at which dl is carried
normal to the plane of deposition.

Drop Size. Several correlations for mean drop size are avail-
able in the literature~Tatterson et al.@25#, Ueda@8#, and Koca-
mustafaogullari et al.@26#!. Ueda’s@8# model has been chosen for
its simplicity, ease of local implementation~no global physical
parameters!, and because their experiments were conducted for
fluids having a relatively low surface tension and high vapor-to-
liquid density ratio. Comparisons of Ueda’s correlation with the
measured average drop size are presented in Part I of this paper
~Trabold and Kumar@27#!. The correlation is given by

dD55.831023DhF s

mvucv
S rg

r l
D 1.25G0.34

. (31)

The hot-film anemometer probe may not measure all droplets
which strike the sensor, and hence bias the size measurement
toward larger droplets. Therefore, it is assumed that the measured
droplet size may be better represented by the volume weighted
diameter. The few data points from the current experiments which
are well predicted by the Ueda relation as given by Trabold and
Kumar @27# also correspond to a majority of the modeling condi-
tions, namely,ā.0.9.

Droplet Drag. This model, initially proposed by Ishii and
Zuber @28#, was developed for the viscous and the distorted par-
ticle regime from similarity criteria derived between single and
multiple particle behavior and the definition of a mixture viscos-
ity, as

CD5maxS 24

ReD
~1.010.1ReD

3/4!

2

3
dDFgDr

s G1/2 F1117.67~12adl!
18/7

18.67~12adl!
3 G2D ,

(32)

where

ReD5
rguv r udD~12aD!2.5

mg
(33)

The factor, (12aD)2.5, modifies the viscosity and thus accounts
for the increased drag on a nonspherical droplet. This factor also
accounts for the effect of the interaction of multiple droplets on
each other.

Droplet Lift. A nondrag force which plays a role in the annu-
lar vapor core is the lift force which appears as a source term in
the momentum equation. The constitutive relationship given in
Eq. ~34! models the force generated as an inviscid fluid with con-
stant strain and rotation flows past a sphere. This force captures
the influence of the continuous field velocity gradient on the dis-
persed field, thereby impacting the transverse distribution of the
dispersed phase. It is based on the derivation for a bubbly lift
force using a non-inertial reference frame which rotates at a rate
equal to the far field fluid rotation~Drew and Lahey@29#!. Poten-
tial flow theory is used to construct the inviscid flow field around
the sphere and the force is calculated by integrating the interfacial
pressure over the sphere’s surface. In the droplet field, the fields
are switched, and the lift force is given by

M cv
L 52Mdl

L 5CLrcvadlvR3~¹3vcv!, (34)

where

vR5vcv2vdl . (35)
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The lift coefficient,CL , for a single bubble is 0.5 for inviscid
flows, but may be much lower for highly viscous flows~Eichhorn
and Small@30#!. In this study,CL is taken to be 0.2.

Turbulent Dispersion of Droplets.A turbulent dispersion
model for bubbles was developed by de Bertodano@31# by mak-
ing an analogy of thermal diffusion of air molecules in the atmo-
sphere. A thought experiment was made for a bounded turbulent
bubbly mixture whose dispersion is similar to that of air mol-
ecules, except that the motion of the bubbles is produced by the
turbulent energy of the liquid phase instead of the thermal energy

Fig. 1 Schematic of the computational grid across the
interface

Fig. 2 Comparison of average interfacial shear stress between
one-dimensional and two-dimensional analysis

Fig. 3 „a… Contour plots of volume fraction in each field; „b…
corresponding average volume fraction profiles along the
streamwise direction and comparison with GDS data

Fig. 4 Comparison of model predictions with experiments.
Case 1: PÄ1.4 MPa; wÄ532 kg Õhr; āÄ0.8.

Table 1 Flow conditions used for model validation

Case
no.

System
pressure

MPa
Flow rate

kg/hr

Average
void

fraction
Inlet

quality

Density
ratio

r1 /rg

1 1.4 532 .80 .24 16.2
2 1.4 532 .95 .48 16.2
3 1.4 1064 .95 .42 16.2
4 2.4 106 .94 .92 7.3
5 2.4 106 .90 .79 7.3
6 2.4 266 .92 .66 7.3
7 2.4 532 .94 .70 7.3
8 2.4 1064 .90 .49 7.3
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of the air molecules. In annular flow, the dispersion model is
adapted for liquid droplets in a vapor medium, and is given by

Tdl
d 520.1rvkcv¹ ln adl . (36)

Since this model involves a gradient of void fraction, it is possible
to construct it from the cross-correlation term of fluctuating void
fraction and fluctuating velocity.

cv-dl Interfacial Area Density. The droplet interface is as-
sumed to arise around a spherically shaped dispersed field~dl!
whose diameter is locally defined~see the ‘‘Drop Size’’ section!.
Based on the spherical equivalent drop size, the interfacial area
density is given by

Acv-dl- 5
6adl

dD
. (37)

Results and Analysis
The models described in the previous section have been imple-

mented into the three-field, two-dimensional solver, and the re-
sults are compared with adiabatic annular flow data obtained in
refrigerant~R-134A! flows in a vertical duct with a cross-section
aspect ratio of 22.5 in Part I of this paper~Trabold and Kumar
@27#!. First, the local application of the interfacial models are dis-
cussed and one-dimensional results are compared with the current
two-dimensional results, followed by the comparison of integrated
predictions.

Local Application of the cl-cv Interfacial Models.

Interfacial Shear. For proper adaptation of one-dimensional
models in the literature in a two-dimensional analysis code, ap-
propriate model coefficients must be determined. For example,
interfacial shear given by Eqs.~16! and ~17! was originally for-
mulated for flow in a circular tube where the interfacial area is the
equivalent of that for a film of thicknessd on the walls. The
continuous liquid layer extends from the wall to the wave troughs,
and the disturbed wavy layer of thickness from the crests to the
troughs of the waves. Due to this distortion of the interface by the
waves of small and large amplitudes~sketch shown in Fig. 1!, it is
difficult to define d. Further, it is inappropriate to use such a
parameter in a local formulation. When interfacial shear is applied
on a local basis, it must be modified to account for the effect of
averaging on the model. This is done by determining the local
interfacial shear at every node by replacingd with y in Eq. ~17!,
and applying it to a local interfacial area. This ensures that when
the local interfacial area density is zero, the interfacial shear is
also zero. Thus the interfacial area density, in effect, eliminates
the need for a film thickness model in a multi-dimensional
formulation.

The magnitude of the interfacial shear depends on the local
relative velocity; therefore, in Eq.~16!, ug is replaced by (ucv
2ucl) as was originally intended by Wallis@3#. Since, this local
velocity difference is much smaller than the difference in the av-
erage velocities, an empirical coefficient of 1.34 was obtained by

Fig. 5 Comparison of model predictions with experiments.
Case 2: PÄ1.4 MPa; wÄ532 kg Õhr; āÄ0.95.

Fig. 6 Comparison of model predictions with experiments.
Case 3: PÄ1.4 MPa; wÄ1064 kg Õhr; āÄ0.95.
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matching the void fraction data. Using this parameter, two-
dimensional predictions were obtained for different mass flux and
a void fraction of 90 percent. The interfacial shear was then av-
eraged across the test section and compared with the equivalent
one-dimensional interfacial shear as shown in Fig. 2. It can be
seen from this figure that the distribution coefficient captures the
effects of averaging adequately at low flows. At the highest mass
flux, the two-dimensional prediction is about 15 percent lower
than to its one-dimensional counterpart. This means that the coef-
ficient is probably dependent on a global parameter such as Rey-
nolds number.

Entrainment/Deposition. The entrained flux and deposition
flux of droplets are linked in that they must be the same in equi-
librium. This was ensured in the current analysis. The entrainment
rate was also calculated for a one-dimensional homogeneous flow
for some of the flow conditions given in Table 1. This entrainment
rate was compared favorably with the current two-dimensional
analysis. Unlike air-water annular flows where the entrained frac-
tion is typically less than 0.3, for high pressure refrigerant flows,
these values range between 0 and 1. Surface tension plays a major
role in determining the entrained flux. For SUVA, the surface
tension is lower, thus increasing the entrainment rate. In two-
dimensional flow, the entrainment rate is expected to differ across
the narrow thickness dimension with the maximum occurring at
the interface. This is once again captured by means of the inter-
facial area density which peaks at the interface. When the two-
dimensional entrained flux is averaged across the thickness, it

should yield the one-dimensional value, as was the case in the
current analysis. Although no measured entrainment rate in
SUVA is available, the forces are balanced to allow good inte-
grated predictions as seen in the next section.

Integrated Model Predictions and Comparisons. In this
section, an integrated model prediction is performed to test the
current models. Averaged void fraction data and droplet velocity
were obtained using a gamma densitometer and a hot film an-
emometer, respectively.

The contour plots in Fig. 3~a! show the axial development of
the phasic volume fractions in the test section. The three color
contour plots show the volume fraction in ax-y slice plane for the
continuous liquid, dispersed liquid, and continuous liquid fields,
respectively. Figure 3~b! shows the axial variation of the trans-
verse average volume fraction for each field. The flow is induced
by setting an inlet cv-volume fraction based on the inlet quality
measured from the experiments,xi , using the relationship,

acv5
1

11
ry

r1
S 12xi

xi
D . (38)

The annular flow structure forms very rapidly, and a thin liquid
film develops at the walls and reaches a fully developed condition
within the first few hydraulic diameters in the streamwise direc-
tion. Film entrainment dominates in the annular region, with the
local entrainment rate,Gcl-dl

f , peaking at the location of the film

Fig. 7 Comparison of model predictions with experiments.
Case 4: PÄ2.4 MPa; wÄ106 kg Õhr; āÄ0.94.

Fig. 8 Comparison of model predictions with experiments.
Case 5: PÄ2.4 MPa; wÄ106 kg Õhr; āÄ0.90.
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interface. The shift of mass from cl to dl due to bridge break-up,
Gcl-dl

b , dominates near the inlet where the flow enters as a mixture
of continuous liquid and continuous vapor. Here, bridges of liquid
between the vapor pockets are fragmented into dispersed liquid.
After the flow develops, the cross-section average void fraction
prediction is compared with experimentally measured void frac-
tion at two different downstream locations~Fig. 3~b!!. This cross-
check was done for every run and the comparisons were found to
be good.

In Figs. 4–11, local comparisons of droplet velocity and the
void fraction are made for 8 cases at two system pressures, dif-
ferent flow rates and void fractions at or above 80 percent. These
flow conditions are provided in Table 1, with the first three cases
run at 1.4 MPa and the next five at 2.4 MPa. For all these cases,
the modeling coefficients provided in the previous section re-
mained the same. High void fraction flows are chosen such that
the flow is predominantly two-dimensional for valid comparison
with analysis. In general, the local predictions of void fraction and
droplet velocity are remarkably good, validating the overall mod-
eling approach taken. Specific observations of general model be-
havior, deviations and discrepancies in Figures 4 to 11 are dis-
cussed below.

In Fig. 4, for 1.4 MPa, the liquid film on the wall is thick at
a50.8, and the flow is locally annular is the vapor core. The void
profile maintains a center-peaked distribution as the flow appears
to undergo late stages of transition. A mixture of continuous vapor
slugs separated by liquid bridges flow together in a continuous

liquid field. The fully annular void prediction is flatter due to
fairly uniformly distributed liquid droplets in the vapor core. The
droplet volume fraction prediction for this case is 18 percent. The
model does not discriminate between the droplets and liquid liga-
ments as it considers them as one distributed liquid~dl! field, and
therefore, it is not surprising that for this case which is not purely
annular, there is a very high dl-volume fraction in the vapor core.

As the average void fraction is increased to 95 percent at 1.4
MPa ~Figs. 5 and 6!, the gas core velocity increases and tears the
liquid droplets from the surface of the thin film. The liquid film
becomes thinner, and a noticeable wall-peaked distribution in void
fraction occurs. The dip in void fraction at the centerline is prob-
ably due to the migration of droplets from the edges of the test
section where high amplitude roll waves are formed. Since the
film is thicker near the edges than at the flat walls, the fragmen-
tation of the edge films gives rise to much bigger droplet diam-
eters. This three-dimensionality in the flow field due to a finite
aspect ratio of 22.5 is not captured by the current two-dimensional
predictions. For these high flows, the drop size measurement pro-
files display an increasing trend towards the centerline from the
wall ~Trabold and Kumar@27#!. The drop size model provided in
the previous section is based on the premise that the drop size is
controlled by the interaction between the dl and the cv fields.
Therefore, the droplets entrained near the liquid film, as predicted
by the model, tend to be larger in size compared to those in the
main vapor core where the droplets are subjected to turbulent
break up. Thus, the current model cannot predict the increasing
trend in the drop size measurements. The predicted drop size pro-

Fig. 9 Comparison of model predictions with experiments.
Case 6: PÄ2.4 MPa; wÄ266 kg Õhr; āÄ0.92.

Fig. 10 Comparison of model predictions with experiments.
Case 7: PÄ2.4 MPa; wÄ532 kg Õhr; āÄ0.94.
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files ~not shown here! always have a decreasing trend, but the
average predicted value was found to be close to the average
experimental value.

The entrainment rate as given by the droplet entrainment model
is enhanced at the higher pressure of 2.4 MPa for which the gas
density is higher and the surface tension is lower. In general, at
very high void fractions~a.0.9!, the liquid film is relatively thin
around the perimeter of the duct. The droplets emanating from the
edge films are similar in size compared to other entrained drop-
lets, and the two-dimensional approximation is reasonable for nu-
merical analysis. Three-dimensional formulation is necessary to
predict lower void fraction annular flows. Since the liquid-to-gas
density ratio for 2.4 MPa is 7.3~closely simulating steam-water
conditions at very high pressures! which is nearly half of that for
1.4 MPa, the droplet velocities for 2.4 MPa are lower than their
lower pressure counterparts~Figs. 7–11!. These velocities range
from ;1 m/s to ;10 m/s, and are closer to the corresponding
mixture velocities for these flows. Droplet velocities reported in
the literature for annular flows are in two-phase annular flows
with very low vapor-to-liquid density ratios~as in air-water!, and
are an order of magnitude higher than the current velocities.

Summary and Conclusions
A three-field model capable of predicting both local and global

annular flow characteristics has been developed. Locally based
droplet and film models have been either developed here or
adapted from the literature for closure of the governing equations.
Interfield ~liquid-liquid! models, interphase~liquid-vapor! models

and other force models are locally applied to appropriately sepa-
rate the liquid film from the vapor core, and to capture the physics
of the droplet motion. This paper provides substantial information
on the individual and integrated effects of these models in annular
flow, and compares the predictions with the average and local
void fraction and droplet velocities in a refrigerant fluid~R-134a!
using hot film anemometry and gamma densitometry.

The proposed set of models appears to adequately predict local
distribution of the variables in purely annular flows. However, the
model set needs to be strengthened for the prediction of slug-to-
annular transition flows at void fractions in the range of 70 per-
cent to 85 percent. In this regard, including a fourth dispersed
vapor field to account for the trapping of bubbles in the liquid
film, and a three-dimensional analysis may be necessary. As a
consequence of the interfacial waves breaking at the tips, droplet
deposition and droplet entrainment processes have a significant
impact on the interfacial shear stress. The current models for drop
size and entrainment/deposition need to be reevaluated and their
effect on the current interfacial shear model tested. Additional
data on the interfacial wave frequency, velocity and area concen-
tration obtained in Part I of this paper~Trabold and Kumar@27#!
should be used to develop mechanistic interfacial shear model that
can be locally applied.
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Nomenclature

A- 5 interfacial area density, 1/m
dD 5 droplet diameter, m
Dh 5 hydraulic diameter, m

f 5 liquid bridge breakup frequency
f i 5 interfacial friction factor

f sp 5 single-phase friction factor
G 5 mass flux, kg/hr/m2

k 5 kinetic energy
ks 5 wall roughness, m

Mi 5 nondrag force ini-field
p 5 pressure, Pa
P 5 turbulence production term

Re 5 Reynolds number
t 5 duct thickness, m
u 5 axial velocity, m/s

u* 5 friction velocity, m/s
uR 5 relative velocity, m/s

v 5 velocity vector
w 5 mass rate of flow, kg/hr

We 5 Weber number
xi 5 inlet quality

y,Y 5 thickness dimension, m

Symbols

a 5 void fraction
d 5 liquid film thickness
m 5 dynamic viscosity
n 5 kinematic viscosity
r 5 density

tw 5 shear stress
ti 5 shear stress tensor ini-field

ti
Re 5 Reynolds stress tensor ini-field

Dr 5 change in density from vapor to liquid phase
G i j 5 interfacial mass transfer rate from fieldi to j

« 5 turbulent energy dissipation

Fig. 11 Comparison of model predictions with experiments.
Case 8: PÄ2.4 MPa; wÄ1064 kg Õhr; āÄ0.90.
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Subscripts and superscripts

cv 5 continuous vapor field
cl 5 continuous liquid field
dl 5 dispersed liquid field
g 5 gas

f ,l 5 liquid
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A Study of Near-Field Entrainment
in Gas Jets and Sprays Under
Diesel Conditions
This paper presents a computational study of entrainment characteristics in the near-field
of gas jets under atmospheric and Diesel conditions and sprays under Diesel conditions.
Computed flowfield information is used to estimate the rate of mass entrainment in the jet
and derive the entrainment rate constant. The value of the entrainment rate constant is
compared to experimental results in the literature. It is found that the computed values of
the constant in the near-field are less than the values in the self-similar region of the jet
with the values increasing monotonically from the orifice to the self-similar region. These
results are consistent with experimental results. In the case of sprays, it is found that it is
difficult to arrive at firm conclusions because the results are sensitive to several param-
eters that are not well known and to the numerics. The computed results for sprays are
also discussed relative to measurements in sprays quoted in the literature.
@S0098-2202~00!00802-6#

Introduction
Understanding the structure of transient jets is of importance in

the context of understanding Diesel combustion processes. In the
Diesel engine, the transient spray jet has a dominant influence on
the flow field in that the injected momentum flow rate controls the
rate of mixing of the fuel and air. Models for sprays have been
developed and are widely employed by researchers and engine
designers~Bracco@1#, Reitz @2#, O’Rourke and Amsden@3#, An-
drews@4#!. However, these models have limitations related to in-
adequate understanding of the physics of atomization and drop
dynamics, the modeling of collisions and coalescence, and numer-
ics ~Abraham@5#, Iyer and Abraham@6,7#, Aneja and Abraham,
@8,9#!. In fact, in many cases the limitations may lead to inaccu-
rate trends. It has also been shown recently that computed gas jets
may reproduce the structure of measured Diesel sprays in terms of
penetration and spread with adequate accuracy~Iyer and Abraham
@6,7#!. However, prior to employing it for studies in Diesel en-
gines, it is important to compare the details of computed and
measured gas jets so that the adequacy of the models may be
assessed. In particular, the near-field behavior of jets is of impor-
tance in Diesel engines where, in some cases, the distance from
the injector orifice to the wall may be in the near-field region. In
the case of a gas jet, the near field is defined as that part of the jet
where it has not achieved self-similar profiles.

Much work has been done on determining the entrainment and
velocity profiles in free gas jets under steady-state conditions. In a
now classic work, Ricou and Spalding@10# measured the mass
entrainment rate in gas jets as a function of axial distance and the
ratio of injected density to the ambient gas density by employing
a porous cylinder and estimating the mass flux into the cylinder as
a function of axial distance. Using physical arguments, they ob-
tained the following expression, which relates the normalized en-
trained mass flux at any axial distance to the normalized axial
distance:

ṁ~x!2ṁi

ṁi
5KS x

dD S ra

r i
D 1/2

(1)

where K is referred to as the entrainment constant, andde

5d(ri /ra)
1/2 is an effective orifice diameter. From their experi-

mental results, they found a value of 0.32 forK in the far-field.
This and other works are reviewed by Abraham@11# who found
that the measured entrainment constant, as reported in the litera-
ture, varied in the range of 0.2 to 0.457 in the far field. These
results may depend on several parameters, including the type of
nozzle used and the velocity profile at the orifice and the measure-
ment technique employed. Studies of near-field entrainment rate
constant in gas jets are fewer.

Crow and Champagne@12# used hot-wire anemometry to mea-
sure the steady-state velocity in the near-field of a free gas jet.
Their work includes measurements of the centerline velocity of
the jet and radial velocity profiles in the near field. They showed
that the entrainment in the near field is less than in the far field.
Hill @13# used an adaptation of Ricou and Spalding’s@10# tech-
nique to measure local entrainment rates in steady jets. He found
that the entrainment is less in the near field than the far field, and
that the value of the entrainment constant increases with axial
distance in the near field. He suggested that the near field is about
13 diameters long. Wall et al.@14# also employed an apparatus
like that of Ricou and Spalding@10# and found that entrainment
constant increases as a function of axial distance in the near field.
In a related work, Liepmann and Gharib@15# made Particle Image
Velocimetry~PIV! measurements in the near field of water jets at
low Reynolds numbers to determine the entrainment constant and
found that the entrainment constant increases with axial distance
in the near field. All of the above measurements are in steady jets.
Andriani et al.@16# present a comparative study of gas jets and
Diesel sprays in the near field. They employed Laser Doppler
Velocimetry ~LDV ! to take measurements of the radial velocity
profiles of the flowfield up to 200 diameters from the orifice. They
found that the entrainment constant increases from the orifice as a
function of axial distance for both gas jets and sprays. Andriani
et al. @16# also made some measurements in the developing, or
transient, part of the jet. A transient jet consists of an unsteady
head vortex region that is followed by a quasi-steady region that
behaves much like a steady jet. As time increases the length of the
steady region increases.

In the case of sprays, we will focus our attention on sprays
under Diesel conditions only. This implies that the sprays are
atomizing and vaporizing. It also implies that the sprays are un-
steady. Only under these conditions can sprays be compared to
gas jets~Iyer and Abraham@6#!. Measurements of entrainment
characteristics in sprays are far fewer than in gas jets. To our
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knowledge, there are no direct measurements of entrainment ve-
locities or determination of the entrainment rate constant in sprays
when both the injection and ambient conditions correspond to
those in Diesel engines. Table 1 presents a summary of three
experiments in the literature where the entrainment constant has
been derived or measured in sprays. For these cases, the injection
conditions correspond approximately to those of Diesel engine
sprays, but the ambient conditions do not. Cho et al.@17# used
velocities estimated from the movement of tracer particles to cal-
culate the volume entrained by sprays fromx/de525 to x/de
5150. Ha et al.@18# used hot-wire anemometry to measure the
entrainment velocities fromx/de530 to x/de5300. Andriani
et al. @15# is the only work that presents measurements of the
entrainment constant as a function of axial distance in the near
field in sprays at relatively higher pressure. Their measurements
are over a length fromx/de582200. It is interesting to observe
that the measured entrainment constant in the far field approaches
that of the gas jets. This is not surprising since these atomizing
sprays behave like incompressible gas jets in the far field~Bracco
@19#!. The measured results also seem to indicate that, in the near
field, the values of the entrainment constant would depend on
several parameters. In general, these parameters are those that
relate to the rate of transfer of momentum from the liquid phase
to the ambient. Hence, smaller drop sizes result in higher values
of K. Increased rates of vaporization result in higher values ofK.
The nature of atomization in the near field would also affect the
measured values ofK. For example, it is possible to reason that
the presence or absence of an intact liquid core may affect the
values ofK. As a result of these dependencies onK, measured
values show significant variation in terms of numerical values
ranging from minimum values ofK50.05 from some cases to
K50.24 for other cases~Andriani et al.@16#!. For the conditions
for which measurements are presented, Andriani et al.@16# show
a lower entrainment rate constant for the spray relative to the
gas jet.

The Contribution of This Work
A multidimensional model that employs thek-« model for tur-

bulence, is used to compute near-field entrainment in gas jets and
sprays. The computed results are compared for the first time with
measurements reported in the literature in the near field. It is
shown that the entrainment constant increases with axial distance
in the near field, in agreement with the measured results. The
far-field measured values of the entrainment constant are also re-
produced within 10 percent. Sensitivity to the assumed initial ve-
locity profile is discussed. Computations of near-field entrainment
in sprays and comparisons with measurements reported in the lit-
erature are also presented. The computed entrainment rate con-
stant is shown to be lower in the spray than in the gas jets. How-
ever, in the spray, inadequate understanding of the physics and
numerical resolution issues make it somewhat more challenging to
draw definitive conclusions. In most practical applications, such
as Diesel engines, the multidimensional modeling of the flowfield
employs thek-« model of turbulence~Magi @20#, Amsden@21#,
Abraham@5#!.

This work is also an assessment of the adequacy of thek-«
model in being able to reproduce measured entrainment rate con-
stants in gas jets and sprays in such models for Diesel engines.
This work is also a contribution in comparing the entrainment
constants in gas jets and sprays.

Methods for Estimating the Entrainment Constant
There are two methods typically employed for calculating

entrainment in gas jets and sprays. The first involves calculating
the axial mass flow rate,ṁ(x), across any plane perpendicular
to the jet axis. The entrainment constant may then be calculated
from

K5S dṁ~x!

dx D S d

ṁi
D S r i

ra
D 1/2

(2)

A second method involves analyzing the inward radial flow of
entrained gas into the jet through a cylindrical control surface of
radiusr. The axial entrained mass fluxṁe(x), which is equal to
ṁ(x)2ṁi(x), can be calculated at any axial locationx, using the
following equation:

ṁe~x!5E
0

x

ra~x,r !v~x,r !2pr dx (3)

This assumes thatr is selected such thatravr remains constant as
r increases. Then the entrainment constant at any axial location
may be estimated from~1!, recognizing thatdm/dx5dme /dx, as:

K5
dṁe~x!

dx
•

d

ṁi
•S r i

ra
D 1/2

(4)

where dṁe(x)/dx52prrav. If the density is constant in the
flowfield, as it is in the gas jet computations in this work, we may
employ the volume flux,Q̇(x), instead of the mass flux,ṁe(x).

The Multidimensional Model

The Physical Model. The model employed in this work is an
axisymmetric version of a more general model for computing
flows, sprays, and combustion in internal combustion engines
~Magi @20#!. The model solves the two-phase flow of liquid drop-
lets in gas. The gas phase is treated in an Eulerian fashion. The
general ensemble averaged conservation equations of mass, mo-
mentum, energy and species for unsteady compressible flows are
solved with sub-models for turbulence and heat and momentum
fluxes at the walls. Turbulence is modeled using thek-« model
with wall functions for the heat and momentum fluxes at the wall
~Launder and Spalding@22#!. The liquid phase~spray droplets! is
treated in a Lagrangian frame of reference. The droplets are
tracked in space and time. The liquid and the gas momentum are
coupled through the drag and pressure forces. Atomization is
modeled by a line source of drops~Chatwani and Bracco@23#!.
The initial angle of the spray, the size of the injected drops and the
steady intact core length are derived from Taylor’s theory of the
rate of growth of perturbations on planar liquid surfaces induced
by gases flowing over it. The resulting expressions can be found

Table 1 Summary of entrainment measurements in Diesel sprays

Author Year Fuel Ambient

Injection
velocity
~m/s!

Orifice size
~mm!

Ambient
pressure

~bar!

Ambient
temp.
~K!

Meas.
method

Entrainment
constant

x/de
range

Cho
et al. @17#

1990 Diesel
fuel

Air 237 0.29 10.8 to
99.1

300 Tracer 0.32 25 to
150

Ha
et al. @18#

1984 Diesel
fuel

CO2 ;150 0.32 13.5 300 Hot-
wire

0.27 30 to
300

Andriani
et al. @16#

1996 Diesel
fuel

Air 255 0.25 1.0 to
7.0

300 to
473

LDV 0.04 to
0.24

8 to
200
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in Chatwani and Bracco@23# and Magi @20#. Collision and coa-
lescence are modeled using the approach of O’Rourke and Bracco
@24#. The collision frequency between drops is calculated based
on the number density of drops and relative velocity between the
drops. The outcome of a collision can either be coalescence or
separation. The criterion for drop separation after collision is that
the rotational energy of the coalesced drop pair exceeds the sur-
face energy required to reform the original drops from the coa-
lesced pair. This depends on the Weber number, the ratio of iner-
tial to surface tension forces of the drops. The probability of
coalescence is inversely proportional to the Weber number. Drop
dispersion due to turbulence is modeled using the eddy-lifetime
approach of Gosman and Ioannides@25#. The secondary drop
break-up model of Reitz and Diwakar@26# is used to compute the
drop sizes when the drops further break up after atomization due
to surface instabilities produced by the Kelvin-Helmholtz instabil-
ity mechanism. The vaporization rate is modeled by solving the
quasi-steady equation for mass and energy conservation for indi-
vidual droplets~O’Rourke and Bracco@24#, Abraham and Magi
@27#, Abraham and Givler,@28#!.

Numerics. The gas-phase equations are solved by means of a
strongly implicit finite volume method~Magi @20#!. A discretized
pressure equation is obtained by combining the discretized mo-
mentum and continuity equations. The pressure equation is solved
by Stone’s iterative method. The pressure, momentum, and energy
equations are iterated till convergence is obtained for the pressure
and temperature. The solution for thek-« equations are obtained
explicitly after the momentum, pressure and energy are solved.
The convective terms in the conservation equations are discretized
by first-order upwind scheme and the diffusive terms are dis-
cretized using second-order central differences. The time deriva-
tive is discretized by first-order backward difference. It should be
noted that the equations solved are the unsteady compressible
ensemble-averaged Navier-Stokes equations. For the liquid phase,
a collection of drops having identical properties are grouped into a
computational parcel and each parcel is tracked using the La-
grangian conservation equations with sub-models for collisions
and coalescence, secondary break-up, turbulent dispersion, and
vaporization. The formation of drops and the initial drop sizes are
computed using the atomization model discussed before.

Boundary Conditions

1 Inflow: The jet issues out of an orifice with a flat velocity
profile which is steady with time. A triangular inlet velocity pro-
file is also used to assess the effect of the velocity profile.

2 Wall boundary conditions: Impermeable walls are placed on
the wall adjacent to the orifice and at the outer periphery of the jet.
The normal velocity is zero at the walls and the fluxes of momen-
tum and energy are computed using the wall functions.

3 Downstream boundary condition: The downstream boundary
of the jet is considered to be open. This is achieved by specifying
the pressure at the downstream boundary to be the initial chamber
pressure, which is uniform across the chamber.

Computational Domain and Conditions
A schematic of the computational domain used for the gas jet

computations is shown in Fig. 1. The grid is stretched both axially
and radially to provide high resolution in the near field near the
orifice where the velocity gradients are highest. We will present
results below to show grid sensitivity. The initial conditions for
the computations are given in Table 2. In all cases with gas jet
injection, the temperature and density of the injected gas are set to
be the same as that of the ambient. Initial values ofk and « are
chosen to provide an ambient diffusivity that will be much smaller
than the diffusivity generated in the jet shear layer~Abraham
@11,5#!. With this small initial value of diffusivity, the choice of

initial k and « would not significantly influence the computed
results, provided adequate resolution is employed~Abraham@5#,
Abraham and Magi@27#!.

Results and Discussion

Single-Phase Computations at Low Reynolds Number„At-
mospheric Conditions…. The first set of results that we present
will be to show that the subsequent results are independent of the
numerics, the ambient turbulence parameters and the walls in the
computational domain. In this first set, we will present results
from five computations, which we will refer to as Cases GA-GE.
These computations are carried out for the atmospheric jet. Case
GA uses a computational grid with a resolution of 80~axial!348
~radial! cells, as shown in Fig. 1. Case GB employs a grid of
120372 cells. In Cases GA and GB there are 16 cells in the
orifice. Cases GA and GB compare two resolutions. In Case GC,
there are 12 cells in the orifice radius, with a total of 80348 cells.
Cases GA and GC compare two resolutions in the orifice. Com-
putations are reported for Case GD with different initial ambient
turbulence values but with other conditions remaining the same as
those of Case GA. The two sets of turbulence values employed are
listed in Table 3. We also studied the effect of the size of the

Fig. 1 The computational domain and grid used for gas jet
computations

Table 2 Initial conditions

Initial conditions Atmospheric jet
Jet under diesel

engine conditions

Injection velocity~m/s! 15 476
Orifice diameter~cm! 1.0 0.1246
Ambient pressure~bar! 1.0 85.4
Ambient temperature~K! 300 992
Ambient density~kg/m3! 1.16 30.0
Reynolds number 10,000 422,000
Mach number at injector 0.04 0.74

Table 3 Initial ambient k -« values

Initial conditions Cases GA-GC, GE Case GD

k (m2/s2) 1.483 1022 1.483 1023

« ~m2/s3! 1.983 1021 1.983 1022

Diffusivity ~m2/s! 1.03 1024 1.03 1025
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domain on our computed results. In Case GE the orifice to cylin-
der wall distance is increased to 50 cm from the 25 cm of Case
GA. The resolution in the inner part of the domain, from the
centerline to a radiusr 525 cm, is kept the same as in Case GA,
while 12 extra cells are added in the outer domain with a uniform
width that is equal to the largest cell in the domain of Case GA,
which is about 2 cm. Typical computational times on a HP C-200
workstation are about 1.5 days for Case GA and about 3.5 days
for Case GB. Employing higher resolution, or going to three-
dimensional computations while maintaining the same resolution,
is very challenging. Conditions for Cases GA–GE are shown in
Table 4.

Figure 2 shows computed velocity vectors at 50 ms after the
start of injection~ASI! for Cases GA and GB. These qualitative
pictures do not show noticeable differences. Hence, we will ex-
amine quantitative results. Figure 3 shows the nondimensional
centerline velocity variation with nondimensional axial distance
for all the five cases above. It may be seen that these values are
within 3 percent of each other in the steady part of the jet shown
from the origin to x/de518. Figure 3 also shows two sets of
experimental data of centerline velocity as a function of axial
distance~Abdel-Rahman et al.@29#, Post@30#!. The computed re-
sults agree with the experimental values within 12 percent. It is
interesting to observe that the computations appear to reproduce
the potential core length with adequate accuracy. It is about six
diameters. Figure 4 shows the variation of the half-width,y1/2, of
the jet as a function of axial distance for the five cases. It may be
seen that they are all with 10 percent of each other. In the expres-
sion y1/25C x, the value of the constantC that may be derived
from the figure is about 0.10. This value is somewhat larger than
the measured values quoted in the literature but in much closer
agreement with the experimental values than those of earlier ref-
erences~Pope@31#, Hanjalic and Launder@32#, Kuo and Bracco
@33#, Wood and Chen@34#, and Wilcox@35#!. This may be in part
due to inadequate resolution but also due to the additional terms in
the full set of equations that we are solving as opposed to the
boundary layer equations in the references above. The adequate
agreement of results from the different cases appears to indicate
that our selection of numerical parameters and initial ambient tur-
bulence parameters is such that the results are sufficiently insen-
sitive to grid resolution, including the number of cells in the ori-
fice, and ambient turbulence to give us thecorrect trends. It is
impractical for us to employ much higher resolution. Our compu-
tations solve the compressible and unsteady equations of fluid
flow. These are the equations that are solved in multidimensional
engine models. In fact, the resolution employed here is much
higher than those that are practical under engine conditions. The
size of the computational domain is sufficiently large that the
results are not influenced by the walls~Abraham et al.@36#!. Fur-
ther discussion of results will be with respect to computations that
are adequately grid-independent, and independent of wall influ-
ences and the choice of initial turbulence parameters.

Fig. 2 Velocity vector plots at 50 ms after start of injection for
two gas jet computations. „a… Case GA; „b… Case GB.

Fig. 3 Jet centerline velocity at 50 ms after start of injection in
the steady region of an atmospheric jet. Computations are
compared with two sets of experimentally measured values.
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Single-Phase Computations at High Reynolds Number„Die-
sel Conditions…. It is known that in the self-similar region
of steady jets the axial mass flow rate increases linearly with
axial distance~Ricou and Spalding@10#!. Figure 5 shows the com-
puted nondimensional axial mass flow rate as a function of non-
dimensional axial distance for the atmospheric jet. The nondimen-
sional mass flow rate is defined asm* 5(ṁ(x)2ṁi)/ṁi . We
have plotted the results at different nondimensional times after
start of injection. The nondimensional time is defined ast*
5t/(d(r i /ra)1/2/Ui). It may be seen that in the steady part of the
jet, and beyond the first ten diameters, the mass flow rate in-
creases linearly with the axial distance. Figure 6 shows the same
results for a gas jet under conditions comparable to what is found
in a Diesel engine. Comparing the results for the atmospheric and

the Diesel jet at values corresponding to the same nondimensional
time and axial distance, it may be seen that the results for the jets
are about the same. This is expected since the jets are in the fully
turbulent regime. For example, att* 5382 andx* 525,m* '8, in
both the atmospheric jet and in the Diesel jet. The axial mass flow
rate may be employed to calculate the entrainment rate constant,
K, using Eq.~2!. An alternative method to calculateK is to em-
ploy Eq.~4!. Figure 7 shows the computed values ofK using both
methods for the atmospheric and Diesel jets, plotted as a function
of the nondimensional axial distance. The two methods give about
the same result except in the very near field~x/de,4!. These
differences in the very near field may arise from the assumption

Fig. 4 Jet velocity half-width at 50 ms after start of injection in
atmospheric jet

Fig. 5 Axial mass flow rate at different times after start of in-
jection for gas jet under atmospheric conditions

Fig. 6 Axial mass flow rate at different times after start of in-
jection for gas jet under Diesel conditions

Fig. 7 Computed nondimensional entrainment constant in the
near field of steady gas jets using the axial flux and radial flux
methods to compute entrainment
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about the jet exit velocity profile, as will be shown later. Figure 8
shows the computed values ofK and several sets of experimental
results including the value of 0.32 due to Ricou and Spalding@10#
in the self-similar region. There appears to be a consistent trend in
the measurements and computations of an increase inK with axial
distance in the near field. The computed values are greater than
the measured values of Wall et al.@14# and Liepmann and Gharib
@15#, but are close to the values of Andriani et al.@16#. The mea-
surements of Hill@13# follow a somewhat different trend than the
others with a rather rapid increase initially followed by a slower
rise to a steady value of about 0.32 in the self-similar region. The
computed results appear to approach the value of 0.32 in the self-
similar region.

It is possible that the very near-field results forx/de,4 are
sensitive to the assumptions about the orifice exit velocity profile.
We have assumed a top-hat profile in the results presented above.
This may be unrealistic since the effects of boundary layers in the
injector may result in a decrease in velocity as the walls are ap-
proached. To assess the effect of the assumed orifice velocity
profile on the results, we also considered a triangular velocity
profile, in which the velocity approaches zero at the orifice wall.
Figure 9 shows the top-hat and triangular profiles. In selecting the
triangular velocity profile, we imposed the constraint that the mass
and momentum flow rates for the jets with the two profiles are
identical. When these constraints are imposed and a triangular
profile is assumed, a maximum orifice exit centerline velocity of
30 m/s and an orifice radius of 0.6124 cm is obtained, relative to
the uniform velocity of 15 m/s and orifice radius of 0.5 cm for the
top-hat profile.

Figures 10 and 11 show the computed variation of centerline
velocity with axial distance and the entrainment constant with
axial distance respectively for the two orifice exit velocity pro-
files. It may be seen that the centerline velocity profiles for the
cases are practically identical beyond the potential core. It is also
seen that forx/de,10, the triangular profile results in a lower
value ofK. This may be expected as the shear layer would grow
slower at the interface of the jet surface as it exits from the orifice
with a velocity at the periphery of zero. This would result in a
slower generation of turbulence, and hence lower entrainment.

Hence, the assumption about the velocity profile has a noticeable
effect on the very near-field results. It is also possible that when
the injection velocity is high, there may be significant Mach num-
ber effects when Ma.0.3. However, since the centerline velocity
quickly decays, Mach number effects should not be significant far
from the orifice. Furthermore, since the Reynolds numbers at the
orifice for all the jets considered here are at least 10,000, the jets
can be considered fully turbulent throughout their entire flow field
and all the velocities should scale with the injection velocity, so
that the results are independent of Reynolds number.

In the context of Diesel engines, our interest is more in transient
jets than in steady jets. It would be interesting to compare the
entrainment constantK(t) in the transient jet with values in the
steady jet. Figure 12 shows the variation with time and axial dis-
tance of computed values of the entrainment constant, in the tran-
sient jet, normalized by its value at the same axial location in the
steady jet. The steady values used here are those from Fig. 7
obtained by employing Eq.~4!. The transient values are also ob-

Fig. 8 A comparison of computed entrainment constant in the
near-field of steady gas jets with measured results from litera-
ture

Fig. 9 Inlet velocity profiles used in gas jet computations

Fig. 10 Computed centerline velocity in gas jet Case GA at 200
ms after start of injection with flat and triangular orifice exit
velocity profiles
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tained using Eq.~4!. It is interesting to observe that the normal-
ized entrainment constant,K(t)/Ksteady, is less than 1 in the tran-
sient jet. It is difficult to interpret these results definitively and
conclude that the lower values of the entrainment rate constant
imply lower entrainment in the transient jet. The results, however,
indicate that the steady values ofK that we obtained earlier may
not be representative of transient Diesel injection. It appears rea-
sonable to deduce that the transient jet induces less of the ambient
fluid into motion relative to the steady jet. Measurements reported
in the literature also indicate that the entrainment rate increases
during the transient phase of fuel injection till a steady value is
reached~Cossali et al.@37#, Kozma and Farrell@38#!. In principle,

it would be the transient values of entrained mass that would be of
most interest to engine designers. Consider some typical numbers
relevant to an engine running at a speed of 1500 rpm. The dura-
tion of injection is about 2 ms and the duration of combustion is
about 6 ms. Consider an average injection velocity of 300 m/s,
orifice diameter of 0.2 mm, injected fluid density of 800 kg/m3

and ambient density of 20 kg/m3, in a cylinder with a bore of 10
cm. Then a time period of 1 ms, which corresponds to about 10
crank angle degrees in the engine, after the start of injection,
would correspond to aboutt* 5225 on the figure. At this time,
K* '1 till about x/de510 but drops toK* '0.9 atx/de'20 and
then rises before dropping to 0 atx/de of about 27. It is also
interesting to observe that at larger values oft* after start of
injection, a greater part of the overall jet has values ofK* close to
1. This is possibly because the head vortex occupies a smaller part
of the jet structure.

Spray Computations at High Reynolds Number. Our mo-
tivation for the work in gas jets under Diesel conditions has arisen
from our findings that the penetration rates and spread angles of
gas jets appear to agree with those of measured sprays under such
conditions~Iyer and Abraham@6,7#!. However, computed near-
field entrainment characteristics of sprays have not been compared
with computed or measured gas jets nor with measured results in
sprays in the past. We will present below the results of computed
and measured entrainment characteristics in sprays. The measure-
ments that we have employed are those of Andriani et al.@16#. In
the experiment, Diesel fuel was injected into a closed cylindrical
chamber of 206 mm diameter equipped with four quartz windows
and designed to withstand higher air temperatures and pressures
than normal. A single-hole Bosch injector with 0.25 mm orifice
diameter was used for the spray experiments. The nozzle opening
pressure was fixed at 21.4 MPa and the injection duration was 3.3
ms. The velocity of the air was measured by a dual beam LDV
system, comprising a 5-W Ar1 laser and a 40-MHz Bragg cell for
frequency shifting and directional sensitivity. The entrainment
was determined by measuring the air velocity normal to a cylin-
drical control surface enclosing the jet. Figure 13 shows a sche-
matic indicating the nozzle, spray and a cylindrical control surface
through which the entrained mass enters. The cylinder can be
subdivided into many rings as shown in Fig. 13. The radial air
mass flow rate through any ring may be estimated using Eq.~4!.
The radius of the cylindrical control surface was chosen as 10
mm. The comparisons are made with one set of spray experiment
for which the conditions are given in Table 5. This condition was

Fig. 11 Computed entrainment constant in gas jet Case GA at
200 ms after start of injection with flat and triangular orifice exit
velocity profiles

Fig. 12 Normalized entrainment constant in transient jet at dif-
ferent times after start of injection

Fig. 13 Schematic of the cylindrical control surface that de-
fines the measure locations
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selected as it represents the highest ambient pressure and tempera-
ture conditions in the chamber. Notice that even for this case, the
pressure and temperature are lower than in a Diesel engine. We
have not made an extensive set of comparisons with measured
results here as such measurements are not available under Diesel
conditions. But, the comparisons presented below will illustrate
the challenges with spray computations. We have discussed these
challenges in prior work~Abraham @5#, Iyer and Abraham@6#,
Aneja and Abraham@9#!, but not from the point of view of en-
trainment.

The computations are carried out in an axisymmetric chamber
with the same diameter as employed in the measurements. Injec-
tion and ambient conditions are also identical to the extent pos-
sible. These are listed in Table 5. The injection velocity was cal-
culated to be 255 m/s using the expression below assuming a
coefficient of discharge,Cd of about 0.6. Initial unsteadiness of
the injection rate in the experiments could affect the initial tran-
sient, but should not affect the steady spray results.

Ui5CdA2DP

r i
(5)

Figures 14~a! and 14~b! show two numerical grids that we have
employed. The low-resolution grid is a uniform grid with cell size
of 1 mm in the radial and 1 mm in the axial direction. The high-
resolution grid is a nonuniform grid with higher resolution near
the jet centerline and the finest cell size of 0.6 mm in the radial
and 1 mm in the axial direction. As discussed in prior work,
employing even higher resolution near the orifice of the spray jet
poses a difficulty because the spray models are formulated under
the assumption that the gas void fraction in any computational
cell is close to one~Abraham @5#, Iyer and Abraham@6#, and
MacInnes and Bracco@39#!. However, it has also been shown that
it may be necessary to employ grids that resolve the injector ori-
fice in the computation of transient jets to obtain results that are
adequately independent of the resolution. This presents a quan-
dary. When inadequate resolution is employed, transient results
are sensitive to the initial values of turbulence parameters in the
two-equationk-« model~Abraham@9#!. More recent studies have
shown that the collisions and coalescence submodels also do not
give converged results~Aneja and Abraham@9#!.

In the measurements, the entrainment rate constant was deter-
mined using Eq.~4!, which we have referred to as the radial flux
method. Figure 15 shows the variation with time after start of
injection of computed and measured velocities at a radial distance
of 10 mm at two axial planes, 32.5 mm and 57.5 mm from the
injector orifice. The computed velocities follow the trend of the
measured velocities. However, thecomputedsteady-state veloci-
ties at the axial distance of 32.5 mm is greater than the measured
ones indicating a greater entrainment and thereby a greater en-
trainment rate constant. It may be seen that at 32.5 mm and 57.5
mm from the orifice, themeasuredsteady values of radial veloci-
ties are about the same, indicating thatK may have reached a
steady value here at these axial distances from the orifice. Figure
16 shows the computed and measured entrainment constant in the
spray as a function of nondimensional axial distance. Computed
cases SA–SF are summarized in Table 6. The computed entrain-
ment constant for the lower resolution, Case SA, and higher reso-
lution, Case SB, are shown. In addition, computed results of the
entrainment constant for two sets of initial ambientk-« values
shown in Table 7, Cases SA and SC, and with and without colli-
sions and coalescence, Cases SA and SD, are also shown. It may
be seen that in all cases the computed values ofK in the near fieldFig. 14 Computations grid for spray computations

Fig. 15 Variation of entrainment velocity with time in spray at
two different axial locations for Case SA

Table 4 Conditions for gas jet computations

Case
Grid

resolution

Number of
cells in

orifice radius
Initial ambient

diffusivity ~m2/s!
Centerline to cylinder

wall distance

GA 80348 8 1.031024 0.25 m
GB 120372 8 1.031024 0.25 m
GC 80348 12 1.031024 0.25 m
GD 80348 8 1.031025 0.25 m
GE 80360 8 1.031024 0.50 m
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are greater than the measured ones. The computed values ofK
show the general trend of increasing from near the orifice to the
far field. Curve SB, in comparison to Curve SA, shows that the
results are sensitive to the numerical resolution. For the change in
resolution considered here, the value ofK changes by about 25
percent atx/de515. These results imply that if it were possible to
employ even higher resolution, the computed results may come
closer to the measured ones. This would then have the further
implication that though computed gas jet penetration and spread
angles may agree adequately with measured spray results~Iyer
and Abraham@6#!, near-field entrainment characteristics of gas
jets and sprays may be different with the spray entraining less
than the gas jet in the near field. This may be seen by comparing
the entrainment constants for the gas jets on Fig. 7 with values on

Fig. 16 for Case SB. Curves SA and SC show that the steady
value of the entrainment constant is not very sensitive to the initial
values ofk and « in the ambient. This is consistent with prior
findings~Abraham@5#!. This conclusion only holds for steady jets.
The transient results are expected to be sensitive to the ambient
values ofk and« ~Abraham@5#!. Figure 17 shows the computed
values of the entrainment rate constant att* 51020 and t*
52040 when the two sets ofk-« values given in Table 7 are used.
These results are in the transient jet. It is seen that the results are
noticeably different for the two cases for the two sets ofk-«
values. It has been shown that the drastic differences in results
arise from inadequate grid resolution near the orifice during the
transient. Results for Cases SA and SD on Fig. 16 show that the
submodel for collisions and coalescence of drops has a noticeable
effect with the entrainment constant being larger in the absence of
collisions and coalescence. These results are consistent with the
findings of Aneja and Abraham@9# that the submodels for colli-
sions and coalescence of drops lead to the formation of drops
larger than the injected ones. In fact, they showed that the models
do not give converged results with larger drops resulting from
increased spatial resolution in the presence of collisions and coa-
lescence. Such larger drops would be less effective in transferring
the injected momentum to the ambient air and, hence, the entrain-
ment constant would decrease. This is also, at least, part of the
explanation for the reduced entrainment constant for Case SB
relative to Case SA above.

We have assessed the effect of vaporization and the effect of
the size of injected drops, in the absence of vaporization, on the
computed entrainment rate constant. Figure 18 shows the com-
puted entrainment rate constant for Case SA of Fig. 16, and for
two additional cases, SE and SF. In Case SE, the ambient tem-
perature is increased from 298 to 900 K but the ambient density is
not changed. The drops vaporize as a result of the increased tem-
perature. In Case SF, the initial Sauter mean radius~SMR! of the
injected drops is increased by a factor of 10 from about 2.6mm to

Fig. 16 A comparison of measured and computed entrainment
constant in steady sprays

Fig. 17 A comparison of the effects of different initial k -« val-
ues on computed entrainment constant in sprays. Cases SA
and SC shown at two different times ASI.

Table 5 Conditions in the spray experiment

Ambient pressure 0.6 MPa
Temperature 298 K
Ambient density 7.02 kg/m3

Density ratio (ra /r i) 0.00853
Injection pressure 70 MPa
Radius of cylinder 10.3 cm
Height of cylinder 12.0 cm
Initial gas temperature 298 K
Initial gas pressure 6.0 atm
Orifice diameter 0.25 mm
Injection velocity 255 m/s
Injection duration 3.3 ms

Table 6 Conditions for spray computations

Case
Grid

resolution
k-« set used

~Table 7!
Injected drop

size ~mm!

Ambient
temperature

~K!
Collisions

used?

SA Low 1 2.6 298 Yes
SB High 1 2.6 298 Yes
SC Low 2 2.6 298 Yes
SD Low 1 2.6 298 No
SE Low 1 2.6 900 Yes
SF Low 1 26.0 298 Yes

Table 7 Initial ambient k -« values used

Set k (m2/s2) « ~m2/s3! l sc (m) t t (s) n t (m2/s)

1 1.483100 1.983103 1.531024 7.531024 1.031024

2 1.4831022 1.9831021 1.531023 7.531022 1.031024
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26 mm. It may be seen that the increased vaporization rate in-
creases the entrainment constant in this case. At an axial distance
of x/de515, K increases by about 10 percent. A possible expla-
nation for the relatively small increase is that drops of size 2.6mm
in SMR in the nonvaporizing case are already rather small and
hence transfer their momentum to the ambient rapidly. In the case
of the increased initial drop sizes, it may be seen that the entrain-
ment rate constant decreases by 12–25 percent in the range of
axial distances considered. This is as expected. Larger drops are
less effective in transferring their momentum to the ambient.

Summary and Conclusions
A multidimensional model for flows and sprays in Diesel en-

gines is employed to study the entrainment characteristics of gas
jets and sprays. Turbulence is represented by thek-« model. It is
shown that the model reproduces, consistent with measurements,
the increase in entrainment rate constant with axial distance in the
near field till a constant value is reached in the self-similar region.
The constant value that is reproduced in the self-similar region is
within 10% of measured values of 0.32. In the case of sprays,
consistent with experimental results, the model reproduces a
lower entrainment rate constant in the near field than in the gas
jets. However, the measured values are not reproduced quantita-
tively with adequate accuracy. The results of this work combined
with other results presented in the literature for sprays indicate
that the quantitative differences may arise from several factors
including the effects of numerics and inadequacy of spray sub-
models that are commonly used for Diesel sprays. None of the
Lagrangian drop models currently available give resolution inde-
pendent results when the spatial distribution of the drops is highly
nonuniform. In general, the experimental results appear to indicate
lower values of entrainment rate constant in sprays when drop
sizes are larger and/or vaporization rate is slower. In the far field,
the entrainment rate constant approaches the value of gas jets
consistent with the assumption that the spray behaves like an in-
compressible gas jet in the far field. Additional work needs to be
done in the case of sprays to clarify these processes and, more
importantly, to address the serious limitations of the models.
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Nomenclature

D 5 diffusivity, m2/s
d 5 orifice diameter,m
J 5 momentum flow rate, kg-m/s2

k 5 turbulent kinetic energy, m2/s2

K 5 entrainment constant
l sc 5 turbulent length scale,m
ṁ 5 mass flow rate, kg/s
p 5 pressure, Pa
Q 5 volume flow rate, m3/s
r 5 radial distance,m
t 5 time, s

T 5 temperature,K
U,u 5 axial velocity, m/s
V,v 5 radial velocity, m/s
X, x 5 axial distance,m

y 5 radial distance,m
« 5 rate of dissipation of turbulence kinetic energy, m2/s3

m 5 gas viscosity, kg/m-s
r 5 gas density, kg/m3

t t 5 turbulent time scale, s
n1 5 turbulent viscosity, m2/s

Subscripts

a 5 ambient
e 5 entrained, effective
i 5 injection

p,e 5 partial entrained

Superscripts

* 5 nondimensional
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Prediction of the Circumferential
Film Thickness Distribution in
Horizontal Annular Gas-Liquid
Flow
This paper develops a liquid film symmetry correlation and a liquid film thickness distri-
bution model for horizontal annular gas-liquid pipe flows. The symmetry correlation
builds on the work of Williams et al. (1996) (Droplet Flux Distributions and Entrainment
in Horizontal Gas-Liquid Flows,’’ Int. J. Multiphase Flow, Vol. 22, pp. 1–18). A new
correlating parameter is presented. The liquid film thickness model is based on the work
of Laurinat et al. (1985) (Film Thickness Distribution for Gas-Liquid Annular Flow in a
Horizontal Pipe,’’ PhysicoChem. Hydrodynam., Vol. 6, pp. 179–195). The circumferen-
tial momentum equation is simplified to a balance between the normal Reynolds stress in
the film’s circumferential direction and the circumferential component of the weight of the
film. A model for the normal Reynolds stress in the circumferential direction is proposed.
The symmetry correlation is used to close the model equations. The model is valid for
films with disturbance waves, and is shown to be applicable to air-water flows over a
range of conditions from low velocity asymmetric to high velocity symmetric annular
flows.@S0098-2202~00!02102-7#

Keywords: Two-Phase Flow, Annular Flow, Horizontal Gas-Liquid Flow, Liquid Film
Thickness Distribution

1 Introduction
The circumferential film thickness distribution in horizontal an-

nular air-water flows has been measured over a range of tube
diameters by several researchers~Dallman @1#, Fukano and
Ousaka@2#, Laurinat@3#, Paras and Karabelas@4#, Williams @5#!.
From these studies we can see how the local time averaged film
thickness is influenced by the flow conditions. Two general ob-
servations from these experiments are: 1! the film thickness is
small relative to the tube radius—typical local film thickness val-
ues are between one tenth and one thousandth of the tube radius;
2! the film is asymmetric—it is thicker on the bottom of the tube
than on the top.

A model to predict the film thickness was developed by Lauri-
nat et al. @6#. The model includes momentum balances in the
axial, radial, and circumferential directions and a mass balance
which accounts for the redistribution of mass due to atomization
and deposition of droplets. This work has been the starting point
for subsequent modeling efforts~e.g., Fukano and Ousaka@2#, Lin
et al. @7#!.

Laurinat set the value of flow condition dependent constants in
his model to bring the film thickness predictions in agreement
with the experimental film thickness data. This allowed evaluation
of the relative significance of each of the terms in the momentum
balance on the film thickness distribution. For the flow conditions
considered, the normal stress gradient due to liquid phase velocity
fluctuations in the circumferential direction was found to be the
dominant factor controlling the distribution. The interfacial shear
acting on the liquid surface due to secondary flow in the gas core
was found to be of significance only near the top of the tube.
Atomization and deposition resulted in some film redistribution,
but the effects were relatively small.

Lin et al. @7# took circumferential film thickness measurements

and compared them to predictions from Laurinat’s model. The
data were taken at low superficial gas velocities in the stratified-
annular region of the annular flow regime. At these velocities they
concluded the interfacial shear due to secondary gas flows plays
an important role in distributing the liquid film.

Fukano and Ousaka@2# modified Laurinat’s model to more di-
rectly include the effects of the waves on the liquid surface. This
was done using a model for the normal stress in the liquid that is
a function of the static pressure gradient in the gas. The static
pressure gradient is due to waves on the liquid surface. The result
is a continual flow of liquid up the tube walls in regions with
disturbance waves and a downward draining flow in the flatter
regions before and after the waves. Experimental evidence of this
mechanism has been observed by Sutharshan et al.@8#. Interfacial
shear due to secondary flows was assumed to be negligible in
Fukano and Ousaka’s model.

In this paper, a symmetry correlation is presented and used with
a modified form of Laurinat’s model to develop a set of equations
that predict the circumferential film thickness distribution in an-
nular flows. Experimental data are used to develop a functional
relationship between the film thickness and the wave induced nor-
mal Reynolds stress. By combining the information from the sym-
metry correlation with the film model, the value of a parameter in
the normal Reynolds stress relation can be estimated. The only
input parameters needed in the model are the gas and liquid su-
perficial velocities,USG and USL , and the entrained liquid frac-
tion, E.

2 Theory

„a… Liquid Film Circumferential Symmetry. Dallman @1#
took time averaged circumferential film thickness measurements
in a 2.31 cm diameter horizontal tube over a range of air and
water mass flow rates in the annular flow regime. Data from four
of these flow conditions are shown in Fig. 1 and Fig. 2. The four
curves in these graphs cover the range of symmetry conditions
seen in annular flow. At low air mass flow rates the distribution is
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highly asymmetric with the majority of the liquid flowing along
the bottom of the tube. As the air mass flow rate increases~for a
given water mass flow rate! symmetry increases. At very high air
mass flow rates the film becomes nearly symmetric.

Symmetry has been quantified by Williams et al.@9# using the
parameter,AL /(h0d). Here,AL is the cross-sectional area of the
film, AL5*0

p(d22h)hdx̄, h is the local film thickness,h0 is the
film thickness at the bottom,d is the tube diameter, andx̄ is the
angle from the bottom of the tube. As the flow becomes more
symmetric, AL /(h0d) approaches its maximum value,p(1
22m/d), wherem is the average film thickness. It approaches its
minimum value, (4/3)(h0 /d)0.5, when the flow is stratified.

In the present work the symmetry parameter is defined as the
average film thickness divided by the film thickness at the bottom
of the tube,havg/h0 , wherehavg is given by

havg5
1

p E
0

p

hdx̄. (1)

The parameterhavg/h0 approaches its maximum value, 1, at high
velocities as the flow becomes more symmetric. It approaches its
minimum value, (4/(3p))(h0 /d)0.5, at low velocities where the
flow is stratified. Values ofhavg/h0 are shown with the distribu-
tions in Fig. 1 and Fig. 2.

Williams correlated symmetry with the Froude number, Fr
5USG/(gd)0.5. This incorporates the effect of the gas mass flow
rate on symmetry through the superficial gas velocity. It does not,
however, account for the increase in asymmetry that occurs as the
liquid mass flow rate increases for a given gas velocity.

In order to include the liquid mass flow rate dependence, cor-
relation of the symmetry data was attempted using other nondi-
mensional groups. The best correlation was found using
(ṁG /ṁL)0.5Fr. This parameter is the square root of the ratio of the
gas phase power to the power required to pump the liquid at its
mass flow rate from the bottom of the tube to the top of the tube,
(ṁGUSG

2 /ṁLgd)0.5. A plot of havg/h0 versus (ṁG /ṁL)0.5Fr using
Laurinat’s data is shown in Fig. 3.

Figure 4 showshavg/h0 versus (ṁG /ṁL)0.5Fr over a range of
tube diameters andL/d’s from a variety of different studies~Dall-
man @1#, Fukano and Ousaka@2#, Hurlburt and Newell@10#, Jay-
anti et al. @11#, Laurinat @3#, Paras and Karabelas@4#, Williams
@5#!. The larger data set has more scatter, but the general trend
seen in Fig. 3 remains.~The data sets showing a more rapid tran-
sition toward symmetric annular flow~Hurlburt and Newell@10#
and Jayanti et al.@11#! are at the lowestL/d’s. These flows may
not be ‘‘fully developed’’ which is argued by Whalley@12# to
require anL/d of about 400.!

A curve fit to the data for typical values ofh0 is shown in Fig.
4, and is given by

havg

h0
5

4

3p S h0

d D 0.5

10.9F12expS 2
~ṁG /ṁL!0.5Fr

90 D G , (2)

where

Fr5USG/~gd!0.5. (3)

Fig. 1 Film thickness measurements versus angle. Air-water
data from Dallman †1‡ in a 2.31 cm diameter horizontal tube at
an L Õd of 600.

Fig. 2 Film thickness measurements versus angle. Air-water
data from Dallman †1‡ in a 2.31 cm diameter horizontal tube at
an L Õd of 600.

Fig. 3 Symmetry parameter versus „ṁ g Õṁ L…
0.5Fr. Air-water

data from Laurinat †3‡ in a 5.08 cm diameter horizontal tube at
an L Õd of 300.

Fig. 4 Symmetry parameter versus „ṁ g Õṁ L…
0.5Fr. Air-water

data from several studies.
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„b… Prediction of the Circumferential Film Thickness Dis-
tribution. The momentum balance equations developed in Lau-
rinat et al.@6# are used to predict the film thickness. The following
is a list of the assumptions used in this model:

1 The liquid film thickness is small relative to the tube radius.
This allows the use of Cartesian instead of cylindrical coordinates.

2 The liquid phase is turbulent resulting in forces due to gra-
dients in the fluctuating velocities.

3 The film height is not varying significantly with time.~The
equations use time averaged quantities and predict the time aver-
aged behavior.!

4 The influence of the waves on the transfer of momentum
from the gas phase to the liquid phase in the axial direction can be
accounted for indirectly through an interfacial axial shear.

5 The tube diameter is large enough that surface tension forces
can be ignored.

6 A constant pressure is imposed by the gas phase on the sur-
face of the liquid phase.

7 The turbulent stresses,txx andtxz , can be modeled as inde-
pendent of radial position.

An implicit assumption is that gas entering the liquid, traveling
through, and exiting the liquid as bubbles can be ignored. This
process was observed by Hewitt et al.@13#.

The circumferential momentum balance is used to determine
the film thickness. The radial momentum balance is used to elimi-
nate the pressure gradient in the circumferential direction. The
forces responsible for holding the liquid against the radial compo-
nent of the film’s weight are not considered.

Momentum Equations
Laurinat developed the time-averaged momentum equations for

fully-developed flow. The coordinate system is Cartesian withx as
the circumferential direction,y as the radial direction, andz as the
axial direction.
The axial momentum equation is

]tyz

]y
1

1

a

]txz

] x̄
50. (4)

The circumferential momentum equation is

2
1

a

]p

] x̄
1

]tyx

]y
1

1

a

]txx

] x̄
2rLg sin x̄50. (5)

The radial momentum equation is

2
]p

]y
2rLg cosx̄50. (6)

Heretxx andtxz are Reynolds stresses due to circumferential and
axial velocity fluctuations,u8 and w8, ~with txx52rL8u82 and
txz52rLu8w8!, tyz is the axial shear stress,tyx is the circumfer-
ential shear stress,p is the liquid pressure,rL is the liquid density,
a is the tube radius, andx̄ is the circumferential distance from the
bottom of the tube in radians (x̄5x/a).

Integration of~6! from any point,y, to the gas-liquid interface
gives

2puh1puy2rLg~h2y!cosx̄50. (7)

If we ignore surface tension effects, the interface pressure,puh ,
can be assumed equal to the gas phase pressure,p0 . If the gas
phase pressure does not vary circumferentially, the radial momen-
tum balance can be differentiated to solve for the static pressure
gradient in the circumferential direction,

]p

] x̄
2rLg cosx̄

dh

dx̄
50. (8)

Substitution of~8! into ~5! gives

]tyx

]y
1

1

a

]txx

] x̄
2rLg sin x̄2

rLg

a
cosx̄

dh

dx̄
50. (9)

The stress terms in~4! and ~9! are nondimensionalized using the
shear for single-phase flow in a smooth tube,

ts50.023 ReG
20.2rGUSG

2 . (10)

Here ReG is the gas Reynolds number, ReG5rGUSGd/mG , andrG ,
is the density of the gas. Length terms are nondimensionalized
using the friction velocity,Ats /rL, and the kinematic viscosity of
the liquid,nL .

The nondimensional momentum balance equations describing
the liquid film flow are

]tyz
1

]y1 1
1

a1

]txz
1

] x̄
50, (11)

and

]tyx
1

]y1 1
1

a1

]txx
1

] x̄
2

1

a1Frts

sin x̄2
1

a12
Frts

cosx̄
dh1

dx̄
50,

(12)

where

Frts
5

ts

rLga
, (13)

and

h15
h

nL
S ts

rL
D 0.5

. (14)

Simplification of the Momentum Equations. In this section
further simplifications to the momentum equations are made. The
simplifications are based on Laurinat’s findings of the relative
influence of the terms in the momentum balance on the film thick-
ness distribution. For the conditions considered these findings in-
clude:

1 The effect of atomization and deposition on the circumferen-
tial distribution of the film is relatively small.

2 Interfacial circumferential shear due to secondary flows in
the gas is significant only near the top of the tube.~This is sup-
ported by recent measurements taken by Dykhno et al.@14# in a
9.53 cm horizontal pipeline. The secondary flow was found to be
circulating in a downward direction for conditions in which a film
is present on the wall.!

3 The static pressure gradient due to the circumferential film
thickness gradient is small relative to the normal stress.

4 The dispersion term, 1/a1]txz
1 /] x̄, appears to be small rela-

tive to the axial shear.

The first simplification to the equations uses the result that the
interfacial shear and atomization and deposition have only a small
effect on the time averaged film distribution. When this is true, the
local circumferential liquid film velocity,u, is zero~the time av-
eraged upflow and downflow are the same!. The radial stress gra-
dient,]tyx

1 /]y1, can then be eliminated from~12! and the circum-
ferential momentum balance becomes

]txx
1

] x̄
2

1

Frts

sin x̄2
1

a1Frts

cosx̄
dh1

dx̄
50. (15)

The second simplification uses the finding that the static pres-
sure gradient is small relative to the normal stress.~In air-water
flows, this term is only of significance near the bottom when the
film thickness is greater than about 2 mm.! Equation~15! then
becomes
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]txx
1

] x̄
2

1

Frts

sin x̄50. (16)

In this form, the circumferential component of the weight of the
film is balanced only by the circumferential normal stress gradi-
ent, i.e., by the variation of the wave induced circumferential ve-
locity fluctuations.

The final simplification to the momentum equations uses the
result that the dispersion term, 1/a1]txz

1 /] x̄, is small. The axial
momentum balance~11! then becomes

]tyz
1

]y1 50. (17)

This implies that the axial shear is constant in the radial direction.
We will refer to this radially constant axial shear as the interfacial
axial shear,t i

1 , wheretyz
1 5tyz

1 uh5t i
1 .

Liquid Film txx
¿ Relation. To implement~16!, a relation for

the normal Reynolds stress,txx
1 , is needed. In this section, an

equation relatingtxx
1 to the liquid film thickness is proposed. De-

tailed circumferential film thickness measurements taken by Dall-
man @1# are used in developing the relation.

If we assumetxx
1 is a function only ofh1, Eq. ~16! can be

rewritten as

dtxx
1 /dh15sin~ x̄!/@Frts

~dh1/dx̄!#. (18)

The derivative,dh1/dx̄, can be calculated from film thickness
data taken around the perimeter of the tube. Withdh1/dx̄ and the
known flow conditions, sin(x̄)/@Frts

(dh1/dx̄)# can be used as an

estimate ofdtxx
1 /dh1. A plot of 2sin(x̄)/@Frts

(dh1/dx̄)# versus

h1 is shown in Fig. 5 for data taken by Dallman in a 2.31 cm
diameter tube.

Figure 5 offers insight into the functional dependence between
txx

1 andh1. The derivative oftxx
1 initially decreases rapidly and

then decreases relatively slowly for largeh1. A function whose
derivative captures this behavior is,

txx
1 52txx,max

1 F12expS 2
h126

18 D G . ~h1.6! (19)

The stress described bytxx
1 is the result of circumferential ve-

locity fluctuations induced by waves. Asali and Hanratty@15#
found that wave activity dramatically decreased at a liquid film
Reynolds number below 370~approximatelyh156!. In order to
incorporate this observation the value oftxx

1 is assumed to ap-
proach zero ath156. The maximum normal stress,txx,max

1 , de-
pends on the gas and liquid mass flow rates.

The film thickness data used to generate Fig. 5 were all taken at
USG530 m/s. At this velocity, the entrained liquid fraction is low.
This minimizes the effect of droplet atomization and deposition
on dh1/dx̄. Similar results are seen at higher velocities, but with
more scatter in the derivative near the top of the pipe.

Circumferential Film Thickness Solution. Using ~19! for
txx

1 , ~16! becomes

2
txx,max

1

18
expS 2

h126

18 D dh1

dx̄
2

1

Frts

sin x̄50. (20)

This differential equation can be solved analytically forh1. The
solution, which depends on the nondimensional film thickness at
the bottom of the tube,h0

1 , is

h126

h0
126

5
ln@a2b~cosx̄21!#

ln a
, (21)

where

a5expS 2
h0

126

18 D , (22)

b5
1

txx,max
1 Frts

, (23)

and

h0
15

h0

nL
S ts

rL
D 0.5

. (24)

Note that at large Frts
, h1 approachesh0

1 and the film approaches
a symmetric condition.

To evaluate~21!, txx,max
1 andh0

1 must be determined. The sym-
metry correlation,~2!, eliminatestxx,max

1 as an unknown. Predic-
tion of h0

1 requires an interfacial axial shear relation, a relation for
the average axial velocity of the liquid film, mass conservation,
and an entrainment model which predicts the fraction of the total
liquid mass flowing as droplets suspended in the gas core. Rela-
tions for the interfacial axial shear and the average axial velocity
of the liquid film are developed in the following sections. An
entrainment model is not developed in this paper.

t i Model. The termt i is the local shear on the liquid inter-
face in the axial direction. Is has been studied experimentally via
pressure drop and liquid film mass flow rate measurements by
Asali and Hanratty@15# for vertical air-water flows. The correla-
tion from this study shows interfacial shear to be a strong function
of the film thickness,

t i

ts
2150.45 ReG

20.2~fhi
124!, (25)

where

f5
mL

mG
S rG

rL
D 0.5

, (26)

hi
15

hui*

nL
, (27)

and

ui* 5S t i

rL
D 0.5

. (28)

Asali’s interfacial shear correlation is based on vertical annular
flow data. In this paper we assume the correlation to be applicable
in predicting the local axial shear based on the local film thickness
in horizontal flow.

Fig. 5 Estimate of d txx
¿ Õdh ¿ versus h¿ using „18… and circum-

ferential film thickness measurements. Data from Dallman †1‡
in a 2.31 cm diameter horizontal tube at USGÄ30 mÕs.
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Asali’s interfacial shear correlation is developed from data in
which the productfhi

1 is less than 100. In this regiont i /ts21
shows the linear increase with non-dimensional film thickness
seen in Eq.~25!. For films withfhi

1 greater than 100, the data in
Asali and Hanratty@15# show a less rapid rate of increase of
t i /ts21 with film thickness. An equation that approximates the
behavior oft i /ts21 for bothfhi

1,100 andfhi
1.100 is given

by

t i

ts
21510F12expS 2

fhi
1

250 D G . (29)

Axial Velocity. The liquid film average velocity can be esti-
mated from the experimental correlations of Asali and Hanratty
@15# and Henstock and Hanratty@16#. Asali correlated film thick-
ness with liquid film Reynolds number in the ripple regime
(ReLF,370),

hi
150.34 ReLF

0.6 (30)

where

ReLF5
4ṁLF

pdmL
. (31)

Here ṁLF is the liquid film mass flow rate. Henstock correlated
film thickness with ReLF in the disturbance wave regime (ReLF
.370),

hi
150.0379 ReLF

0.9 . (32)

When the film thickness is small relative to the tube diameter,
ReLF can be written

ReLF5
4hwavg

nL
. (33)

Using ~33! in ~30! and solving forwavg, a relation for the average
liquid velocity in the ripple regime is found,

wavg

ui*
51.5~hi

1!0.666. (34)

Using ~33! in ~32! and solving forwavg, a relation for the average
liquid velocity in the disturbance wave regime is found,

wavg

ui*
59.5~hi

1!0.111. (35)

These relations can be combined into a single relation covering
both regimes.

wavg

ui*
5@~1.5~hi

1!0.111!221~9.5~hi
1!0.111!22#0.5 (36)

Mass Conservation. The entrainment,E, is the ratio of the
liquid mass flow rate suspended in the gas core,ṁLE , to the total
liquid mass flow rate.

E5ṁLE /ṁL (37)

When the entrainment is known the liquid film mass flow rate can
be calculated from

ṁLF5ṁL2ṁLE . (38)

The local film thickness and local average axial velocity are re-
lated to the mass flow rate in the liquid film by the integral

ṁLF52arLE
0

p

hwavgdx̄. (39)

Film Thickness Prediction. The model equations and their
range of validity are summarized below. The equations can be
solved for a given superficial gas and superficial liquid velocity

~USG5ṁG /rGpd2/4, USL5ṁL /rLpd2/4!, and a known value of
the entrainment.
Film Thickness Model Summary

Film thickness distribution:~21! with parameters given by~10!,
~13!, ~14!, ~22!, ~23!, and~24!

Symmetry correlation:~2! with havg given by ~1! and Fr given
by ~3!

Interfacial axial shear correlation:~29! with parameters given
by ~26!, ~27!, and~28!

Liquid film mass flow rate:~37!, ~38!, and~39! with wavg given
by ~36!
Model Range of Validity

Minimum film thickness:h156
Maximum film thickness at the bottom:h0;2 mm
Diameter range:d;1 to 5 cm
Figure 6 and Fig. 7 show model predictions compared to film

thickness measurements taken by Dallman@1# for the conditions
in Fig. 1 and Fig. 2. The entrained liquid fractions used are from
experiments by Dallman@1#. Values oftxx,max

1 for each curve are
shown in the figures.

Figure 8 shows model predictions compared to film thickness
measurements taken by Laurinat@3# in a 5.08 cm tube. The en-
trained liquid fraction is from experiments by Laurinat@3#. Model
predictions from Laurinat et al.@6# are also presented for
comparison.

Figure 9 shows model predictions compared to film thickness
measurements taken by Fukano and Ousaka@2# in a 2.60 cm tube.

Fig. 6 Model predictions compared to experimental data. Ex-
perimental air-water data from Dallman †1‡ in a 2.31 cm diam-
eter horizontal tube at an L Õd of 600. Flow conditions shown in
Fig. 1.

Fig. 7 Model predictions compared to experimental data. Ex-
perimental air-water data from Dallman †1‡ in a 2.31 cm diam-
eter horizontal tube at an L Õd of 600. Flow conditions shown in
Fig. 2.
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~The entrainment is not available and was estimated to be 0.6.!
Model predictions from Fukano and Ousaka@2# are also presented
for comparison.

Figure 10 shows model predictions compared to film thickness
measurements taken by Paras and Karabelas@4# in a 5.08 cm tube.
~The entrainment is not available and was estimated to be 0.5.!
Model predictions made using both the symmetry value from~2!
and the symmetry value from the experimental data are shown for
comparison.

3 Discussion
As seen in Figs. 6–10, the simplified model presented in this

work is capable of estimating the film thickness of both symmetric
and asymmetric annular flows over a wide range of film thick-
nesses. The redistribution of the film by entrained droplet deposi-
tion and the interfacial shear in the circumferential direction do
not appear to play a significant role in estimating the film thick-
ness for the range of velocities and pipe diameters considered.
Inclusion of these terms does result in some gains in accuracy as
seen in the comparison to Laurinat’s predictions in Fig. 8. The
disadvantage to this approach is that it requires the specification of
flow condition dependent model parameters that are not readily
available.

A contribution of this paper is the use of experimental film
thickness data to develop a relation for the circumferential normal
stress,txx

1 . When introduced in the momentum balance this rela-
tion results in a simple analytical expression that successfully pre-
dicts the film thickness distribution. This normal stress relation
differs from the relations used both by Laurinat and by Fukano
and Ousaka@2#. The comparison between the models in Fig. 8 and
Fig. 9 suggests that while based on somewhat different relations,
the three approaches can give similar results. It is not clear, how-
ever, whether the Laurinat or the Fukano and Ousaka models give
results which are similar to the present model when the film thick-
ness at the bottom is of the order of 1 mm. No predictions for
highly asymmetric conditions are given in these works.

The model’s circumferential normal stress is assumed to be a
function of the local film thickness. This stress is the result of
wave induced velocity fluctuations. The film thickness depen-
dence of the stress is likely due to the film thickness dependence
of the waves. Wave height has been observed to be a strong func-
tion of film thickness. Hurlburt and Newell@10# took instanta-
neous film thickness measurements in a 2.5 cm diameter tube and
found the standard deviation of the film thickness to be propor-
tional to and of similar order to the average film thickness.

The sensitivity of the model to the symmetry correlation is seen
in Fig. 6 and Fig. 10. The deviation of the model from the mea-
sured values is in part due to the inaccurate estimate of the sym-
metry parameter for these conditions.

Use of the model in tubes of diameter less than 1 cm has not
been attempted. It is likely that in small tubes surface tension
effects would need to be considered when estimating the symme-
try and when solving the momentum balance equations.

The model applies only over the range of annular flow condi-
tions in which disturbance waves cover the entire cross section.
This is the majority of the annular flow regime in tubes of diam-
eter less than 5 cm. In larger diameter tubes, the greater circum-
ferential distance involved can result in the film thickness reach-
ing a value ofh156 at some point up the tube wall. If a film is
present above this point, it is believed to be the result of the
deposition of entrained droplets. A local entrainment model would
need to be added for the model to be used in these circumstances.

The symmetry correlation was developed using data in which
annular flow was observed. The model could be extended to low
gas velocity flow conditions in which only a partial annulus oc-
curs. This would require consideration of partial annulus symme-
try data. The height on the tube at which the film thickness goes to
zero could be estimated by the height at which the film thickness
prediction decreases toh156.
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Fig. 8 Model predictions compared to Laurinat’s model and
experimental data. Air-water data from Laurinat †3‡ in a 5.08 cm
diameter horizontal tube. USGÄ56.8 mÕs, USLÄ0.075 mÕs, rG
Ä2.04 kg Õm3, and EÄ0.782.

Fig. 9 Model predictions compared to Fukano’s model and ex-
perimental data. Air-water data from Fukana and Ousaka †2‡ in
a 2.60 cm diameter horizontal tube. USGÄ48.7 mÕs, USL
Ä0.10 mÕs, rGÄ1.6 kg Õm3. Entrainment is estimated at 0.6.

Fig. 10 Model predictions compared to experimental data. Air-
water data from Paras and Karabelas †4‡ in a 5.08 cm diameter
horizontal tube. USGÄ46.8 mÕs, USLÄ0.20 mÕs, rGÄ2.31 kg Õm3.
Entrainment is estimated at 0.5.
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Nomenclature

mG 5 gas viscosity
mL 5 liquid viscosity
f 5 property ratio group

nL 5 liquid kinematic viscosity
rG 5 gas density
rL 5 liquid density
t i 5 axial interfacial shear stress
ts 5 smooth tube wall shear stress

txx 5 liquid Reynolds stress
txx,max 5 maximum value of the circumferential liquid Rey-

nolds stress
txz 5 liquid Reynolds stress
tyx 5 interfacial shear in the circumferential direction
tyz 5 axial shear stress

a 5 tube radius
AL 5 cross-sectional area of the liquid film

d 5 tube diameter
E 5 entrainment
Fr 5 Froude number, Fr5USG/(gd)0.5

Frts 5 Froude number, Frts
5ts /rLga

g 5 gravitational constant
h 5 liquid film thickness

h1 5 nondimensional liquid film thickness based on
smooth tube shear

havg 5 circumferential average liquid film thickness
hi

1 5 nondimensional film thickness based on interfacial
shear stress

h0 5 liquid film thickness at the bottom of the tube
L 5 tube length
m 5 average film thickness

ṁG 5 vapor mass flow rate
ṁL 5 total liquid mass flow rate

ṁLE 5 entrained liquid mass flow rate
ṁLF 5 liquid film mass flow rate

p 5 liquid pressure
p0 5 gas phase pressure

ReG 5 gas Reynolds number, ReG5rGUSGd/mG
ReLF 5 liquid film Reynolds number, ReLF52ṁLF /pamL

u 5 liquid film circumferential velocity
u8 5 liquid film circumferential velocity fluctuation
ui* 5 liquid friction velocity based on interfacial shear

stress,ui* 5(t i /rL)0.5

USG 5 superficial gas velocity
USL 5 superficial liquid velocity

w 5 liquid film axial velocity
w8 5 liquid film axial velocity fluctuation

wavg 5 average axial liquid film velocity
x 5 circumferential distance from the bottom of the tube
x̄ 5 angle from the bottom of the tube,x̄5x/a
y 5 radial distance
z 5 axial distance
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Turbulent Three-Dimensional Air
Flow and Trace Gas Distribution
in an Inhalation Test Chamber
Steady incompressible turbulent air flow and transient carbon monoxide transport in an
empty Rochester-style human exposure chamber have been numerically simulated and
compared with experimental data sets. The system consisted of an inlet duct with a
continuous carbon monoxide point source, 45- and 90-degree bends, a round diffuser, a
round-to-square transition, a rectangular diffuser, the test chamber, a perforated floor,
and again transition pieces from the chamber to an outlet duct. Such a configuration
induced highly nonuniform vortical flow patterns in the chamber test area where a pol-
lutant concentration is required to be constant at breathing level for safe and accurate
inhalation studies. Presented are validated momentum and mass transfer results for this
large-scale system with the main goals of determining the development of tracer gas (CO)
distributions in the chamber and analyzing the contributions to CO-mixing. Numerical
simulations were conducted employing a k-e model and the latest available RNG k-e
model for air and CO-mixing. Both models predict similar velocity fields and are in good
agreement with measured steady and transient CO-concentrations. It was found that
secondary flows in the inlet section and strong vortical flow in the chamber with perfo-
rated flooring contributed to effective mixing of the trace gas at breathing levels. Specifi-
cally, in the height range of 1.4 m,h,2.0 m above the chamber floor, predicted CO-
concentrations rapidly reached a near constant value which agrees well with
experimental results. This work can be extended to analyze trace gas mixing as well as
aerosol dispersion in occupied test chambers with or without flow redirection devices
installed in the upstream section. A complementary application is particle transport and
deposition in clean rooms of the electronic, pharmaceutical, and health care industries.
@S0098-2202~00!01702-8#

Introduction
In order to conduct realistic, large-scale, health impact assess-

ments of air pollutants, e.g., trace gases or aerosols, safe, control-
lable and accurate test environments are required. Such conditions
must be analyzed for human inhalation test chambers. The U.S.
Environmental Protection Agency~EPA! Human Studies Facility
~HSF! is equipped with seven so-called Rochester style chambers
for human exposure studies.

The chamber of interest, HSF Chamber 3, has a test floor area
of 5.2 m2 with an 8.5 m total height (x* 520.9) and is used for
gas pollutant exposures~cf. Fig. 1!. Far upstream of the chamber
the pollutant, here carbon monoxide gas, is injected at the fan inlet
of a conditioning system, i.e., filtration, temperature and humidity
control. The air and pollutant exit the conditioning system at a
maximum flow rate of 0.3209 m3/s with a positive pressure head
as highly turbulent flow (Red584,300) for the 0.3048 m (0.75 d)
diameter duct. The fluid mixture then navigates an inlet duct con-
figuration passing through a 90-degree bend ofd50.4064 m and
descends 1.52 m (x* 53.74), with a Reynolds number of Red
563,200, prior to entering a series of diffusers. The flow is ex-
panded through a 10-degree half-angle round diffuser, a 25-degree
half-angle round-to-square transition, and finally a 37-degree half-
angle square-to-square diffuser which ends with a cross section
equivalent to that of the chamber. The test section, which has an
approximately square cross section, is 3.2 m (x* 57.87) high as
measured from the last diffuser to the perforated floor. If the ve-
locity were uniform in the test area, the Reynolds number based
on hydraulic diameter would be Red511,300, whereDh52.27 m

(5.59 d). The floor of the chamber consists of 21-percent open-
area-plates through which the flow penetrates and is then ex-
hausted, by means of a negative pressure, through a square-
tapered duct at the chamber exit.

The driving force for air circulation in the chamber is normally
a positive pressure in the inlet duct and a negative pressure at the
exit. The negative pressure is supplied by exhaust fans far down-
stream of the chamber. The positive and negative pressures are
balanced, i.e., controlled via an air-balance control system, to pro-
duce a pressure of approximately224.9 Pa gage (p* 523.51) in
the chamber test section. The body of the chamber is operated at
a negative pressure in order to prevent pollutant escape upon ac-
cidental opening to the outside environment. The system is con-
sidered to be isothermal and of planar symmetry, i.e., symmetric
about a mid-plane slice.

Motivation. It is expected that the chamber geometry, with
its curved inlet configuration in conjunction with the perforated
floor, creates a highly vortical flow field which predominantly
rotates in the vertical plane. For gaseous pollutants, such a flow
field should produce a uniform CO distribution with time assum-
ing a near-constant input. In an actual inhalation study, however,
areas of diminished CO-concentration will be generated and must
be quickly restored to steady state. Based on the needs for a near-
uniform trace gas environment and zero up-flow to avoid foreign
particle entrainment, geometric modifications of the upstream
chamber components to create alternative chamber flow fields are
being considered. Thus, as a first step, air flow field validation and
an understanding of pollutant transport mechanisms in the cham-
ber are necessary and can be used at a later point as a powerful
design tool for predicting the effects of certain modifications, i.e.,
flow redirection devices, chamber occupancy, breathing patterns,
etc. In this study, numerical simulation of the Rochester chamber
was implemented and validated based on experimental gaseous
mixing results.
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Literature Review. Experimental and numerical simulations
of the gas flow field in Rochester chambers were not found in the
open literature. Closely related topics in which extensive work has
been completed include dilution ventilation and turbulence mod-
eling for single system components. Dilution ventilation is the
mixing of volumes of fresh air into a contaminated work space to
control exposures of potentially hazardous gases and aerosols
~Committee on Industrial Ventilation@1#!. Given a simple room
containing a well-mixed contaminant, with a small inlet and out-
let, dilution ventilation theory predicts the concentration will de-
cay exponentially as a function of the degree of mixing~Burgess
et al. @2#!. Since the degree of mixing is extremely case-specific,
this method is of no value in determining detailed pollutant con-
centrations in the Rochester chamber. Another tool commonly
used by industrial hygienists is residence time distribution~RTD!
as discussed by Nabar@3#. This method can conveniently be
implemented with trace gas experimentation by introducing a
pulse of a contaminant and measuring the rate at which the gas
exits ~Nauman and Buffham@4#!.

Turbulence Model. Selection of an appropriate turbulence
model for numerical simulation of the Rochester chamber geom-
etry required consideration of computational cost, anticipated flow
phenomena, and the variables of primary interest. Determined in
this study are the specific mixing characteristics of the Rochester

chamber as well as the general flow features. To maintain a rea-
sonable computational cost for the simulation of this considerably
large geometry, two-equation turbulence models are implemented.
Of such models, the standardk-e and a recent RNGk-e are
considered in order to determine their merits for such applications.
However, it is widely held thatk-e models, particularly with pres-
sure independent wall functions, don’t work well for adverse pres-
sure gradients and flow separation~Wilcox @5#!. Asymptotically
consistent models are often used in such cases~cf. Jones and
Launder@6#!, but these models require increased near wall grid
resolution, driving the computational cost out of reasonable
bounds for the complex geometry of the Rochester chamber. An-
ticipated flow features include a primary rotating eddy due to the
curved inlet configuration as well as points of flow separation and
reattachment. It is speculated that, due to the rotating vortical-
flow, separation points will be limited to the sharp expansions in
the chamber geometry. Reattachment is then the more difficult
feature for the model to capture. Comparison to benchmark back-
ward facing step studies was, therefore, the criterion for selecting
the appropriate version of thek-e model.

One of the most recent forms of thek-e model is based
on renormalization group theory~RNG! and was developed by
Yakhot and Orszag@7# and Yakhot et al.@8#. The latest available
revision of the RNGk-e model ~Yakhot et al.@8#! is reported to
both produce excellent results for the backward facing step prob-
lem and to be less sensitive to the details of near-wall treatment
~Speziale and Thangam@9#!. The RNGk-e model may then be
well suited to predict turbulent mixing and general velocity field
features in the Rochester chamber.

Theory
The mean flow is governed by the incompressible Reynolds-

averaged continuity and Navier-Stokes equations with the as-
sumption of an eddy viscosity~cf. Kleinstreuer@10#!.
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For the current analysis of the Rochester chamber, the RNGk-e
model with a standard two-layer wall function will be evaluated.
To ensure that the mixing rate and general velocity fields are
relatively insensitive to k ande approximations, particularly near
wall boundaries, thek-e model will be used for comparison. For
such models, calculation of the turbulence kinetic energy and dis-
sipation rate requires two additional partial differential equations
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Fig. 1 Geometry of in-plane chamber system: „a… inlet pipe
and „b… Rochester-style human exposure chamber with inlet
and outlet components
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In total, there are five coefficients to be specified:Cm , Ce1 , Ce2 ,
sk , andse . In thek-e model, these coefficients are constants and
obtained from benchmark experiments for equilibrium turbulent
boundary layers and isotropic turbulence as follows~cf. Wilcox
@5#!

Cm50.09 (6a)

Ce151.44 (6b)

Ce251.92 (6c)

sk51.0 (6d)

and

se51.3 (6e)

For the RNGk-e model, the coefficients were calculated explic-
itly with corrections to the constants in the dissipation rate equa-
tion made by Yakhot et al.@8# resulting in

Cm50.085 (7a)

Ce151.422
h~12h/h`!

11bh3 (7b)

Ce251.68 (7c)

sk50.7179 (7d)

and

se50.7179 (7e)

where

h5Sk/e (8a)

h`54.38 (8b)

b50.015 (8c)

and

S5~2S̄i j S̄i j !
1/2 (8d)

and S̄i j is the mean rate of strain tensor.
The Reynolds-averaged mass transport equation~cf. Klein-

streuer@10#! can be written in the form
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where Schmidt number for the binary diffusion of air and carbon
monoxide is Sc50.8315 and the turbulent Schmidt number (Sct)
is on the order of one.

For the inlet boundary condition, the duct configuration was
modeled four bends upstream of the chamber inlet~cf. Fig. 1~a!!
assuming steady, incompressible, three-dimensional~3-D!, planar-
symmetric, isotropic turbulent flow and smooth walls. The mid-
plane symmetry assumption is conservative because out-of-plane
inlet bends create extra swirl and hence a higher degree of inlet
mixing of the pollutant~s!. A fully developed profile representing
a flow rate of 0.3209 m3/s with a homogeneous kinetic turbulence
energy, k, of 1.22531022 m2/s2 (T53.67031022) and a turbu-
lence dissipation rate,e, of 1.1123102 m2/s3 ~e*51.667! was in-
corporated~Comer et al.@11#!. The inlet effective viscosity was
obtained by extrapolating from downstream conditions rather than
computing it from the approximate inlet k ande values. The
model included the tapered outlet of the chamber leading to a
square cross section of 0.584 m (1.44 d) width~cf. Fig. 1~b!!
which was then extended far downstream such that the flow would
be fully developed at the exit. The outflow boundary condition
was taken to be226.5 Pa (p* 523.74) based on pressure mea-

surements in a downstream section of uniform flow and numeri-
cally only implies a zero normal gradient be imposed on the
velocity.

Prior experimental flow visualization indicated that the perfo-
rated floor or grate of the chamber, in terms of its pressure drop,
has a significant affect on the flow field. An empirical correlation
by Idelchik @12# was used to develop a body force term for the
x-momentum equation applicable to the floor control volumes,
i.e.,

Bx52Cxux
2 (10)

whereBx is the body force,Cx570.3 m21 is an empirical con-
stant based on the perforated plate geometry, andux is the normal
or approach velocity for each control volume in@m/s#. To restrict
lateral motion in the floor cells, a similar technique was employed
by adjustingCy andCz until the respective velocity components
were sufficiently damped.

Solution Method
The computational fluid dynamics package CFX 4.2~AEA

Technology, Bethel Park, PA! was used for numerical simulation.
CFX 4.2 is a control-volume-based solver and employs a struc-
tured, multiblock, body-fitted coordinate discretization scheme. In
order to reduce the required computer resources, the simulation
was split into two parts, the first being a solution of the inlet duct
configuration. User supplied Fortran was implemented to apply
the duct exit profiles as the inlet boundary conditions for the
chamber. Simulations consisted of first determining the steady-
state velocity field, governed by Eqs.~1!–~8! and then solving the
turbulent transport equation~9! for transient CO-concentration in
the multicomponent flow, i.e., species are mixed on the molecular
level.

All turbulent flow equations were discretized in space to be
second-order accurate using centered differencing or a similar
modified scheme for the advection terms. Evaluation of the result-
ant coupled nonlinear equations was performed iteratively using a
Picard linearization and applying an algebraic multigrid tech-
nique. The outer iteration procedure was stopped when the global
mass residual had been reduced from its original value by four
orders of magnitude. To ensure that a converged solution had
been reached, the residual reduction condition was increased to
1025 and results were compared. The stricter convergence crite-
rion was slowly reached with small oscillations and produced a
negligible effect on both velocity and turbulence quantities. Mo-
mentum residuals were also monitored and found to be on the
order of the required accuracy at convergence. The computational
time required for the full flow field solution of the chamber was
approximately 36 hours on a SUN Ultra 60 workstation~300 Mhz,
512 MB RAM!.

The transient solution of the turbulent transport equation~9!
required both spatial and temporal discretization. Considering the
goal of time accurate concentration tracking, a second-order accu-
rate ‘‘time-centered’’ Crank-Nicholson approach was used for
temporal discretization. Investigation revealed that the spatial dis-
cretization scheme employed for the mass fraction advection term
should also be second-order accurate to avoid numerical diffusion.
Solution of the turbulent transport Eq.~9! was continued until the
global mass fraction residual had been reduced by six orders of
magnitude.

To ensure grid convergence, the computational domain size and
configuration was adjusted until an acceptable level of grid inde-
pendence was achieved. Assuming planar symmetry, grids con-
sisting of 80,000, 120,000, and 160,000 cells were tested. Little
variation in the parameters of interest, i.e., CO-concentration and
the general velocity field, was noticed between the two highest
grid density solutions~maximum relative error 2.8 percent!. Solu-
tions will be presented for the 120,000 control volume mesh.
Likewise, the appropriate size for the inlet duct configuration was
found to be 100,000 cells. The inlet grid configuration, for the
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duct and upper-chamber section, was of the butterfly blocking
design with an axial slice consisting of 598 control volume cen-
ters. Three additional blocks were added to the symmetric geom-
etry beginning at the third diffuser to allow for 1320 control vol-
ume centers at a slice taken in the chamber test area. For both the
inlet configuration and the chamber geometry, the distance to the
first control volume center from the boundary ranged 10,y1

,80, wherey1 is the dimensionless sublayer scaled distance.

Experimental Methods

CO Measurements. A series of tracer gas measurements was
performed of the pollutant distribution in Chamber 3 for both
transient response to a step CO input and for steady-state condi-
tions. In these tests, 99.6 percent carbon monoxide was injected at
two constant rates into the suction side of the chamber supply fan
using a system consisting of a compressed gas cylinder, pressure
regulator, and mass flow controller. A low CO mass flow rate
(ṁL56.6331023 kg/min) was implemented for steady-state mea-
surements and, in a separate experiment, a higher concentration
step input (ṁH51.1331022 kg/min) was used to monitor CO-
concentration rise as conditions reached a quasi-steady state. The
mass flow controller was calibrated prior to testing using a NIST-
traceable flow standard~DryCal Model DC-1!.

For all tests conducted, the concentration of CO was monitored
using a TECO Model 48C continuous analyzer. To determine the

quasi-steady CO-distribution, measurements were conducted at
two heights in the breathing zone and nine sampling locations
across the chamber cross section. In addition, a multi-point cali-
bration was performed on the Model 48°C prior to testing, using a
NIST-traceable calibration gas standard. The results of the tracer
gas tests are summarized in Table 1 based on 30-second average
concentrations obtained from the analyzer at each grid location.

To evaluate transient mixing characteristics of the chamber, a

Fig. 2 Cross-sectional views of flow velocity vectors overlaid with absolute velocity magni-
tude contours: „a… mid-plane slice of test area; „b… mid-plane slice of inlet cone; „c… top view of
breathing level; and „d… mid-plane slice of flow exit configuration

Table 1 Summary statistics for CO tracer gas tests
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step CO input concentration was introduced upstream at an initial
time. CO-concentration was monitored in the outlet duct configu-
ration at a location sufficiently removed such that the flow was
fully developed and well mixed. Quasi-steady CO-concentration
occurred approximately 370 seconds (t* 56.63) after the initial
upstream input~cf. Fig. 6!. The reference time scale used in com-
puting t* 5t/t, is the time for a fluid element beginning at the
upstream inlet and traveling along the centerline at the local mean
velocity to reach the outlet monitoring point.

Results and Discussion

Flow Model Validation. An extensive model validation
study was carried out for key components and flow features of the
Rochester chamber~cf. Longest and Kleinstreuer@13#!. Turbulent
flow through a 90-degree bend was simulated and successfully
compared with experimental data of Enayet et al.@14# for Red
543,000. Using the latest available RNGk-e turbulence model,
the correct reattachment length for turbulent flow over a backward
facing step was achieved within 4.5 percent at Red544,000, based
on the inlet channel height, when compared to the measurements
of Eaton and Johnston@15# ~cf. Speziale and Thangam@9#!. Spe-
ziale and Thangam@9# reported similar results with the use of the
same RNGk-e model.

Generally, there are very strong physical arguments and a num-
ber of comparisons to experimental data that warn against the use
of k-e variety models in situations of adverse pressure gradients.
It was our experience, however, for a select number of test cases,
that the RNGk-e model performed acceptably well~superior to
thek-e! for mild to moderate adverse pressure gradients as found
in the chamber geometry. Specifically, the RNGk-e turbulence
model predicted well the measured separation point in a plane
one-sided 10-degree half-angle diffuser at Red510,000~Obi et al.
@16#; cf. Durbin @17#!; skin friction factor, axial pressure, and
centerline velocity in a 3-D conical diffuser with inlet Red
582,000 ~Fraser@18#!; as well as smooth separation in a 3-D
conical diffuser with inlet Red5125,000 ~McDonald and Fox
@19#!. The surprisingly good agreements between simulation re-
sults and experimental data sets for key geometric components of
the system, at similar Reynolds numbers, instilled sufficient con-
fidence to employ the RNGk-e model as a predictor of turbulent
air flow in the human inhalation test chamber.

Air Flow Results. The RNGk-e model was implemented to
numerically simulate the turbulent airflow characteristics of
Chamber 3. Based on CFD modeling, it was found that the up-
stream bends deliver a highly skewed inlet velocity profile which
enters the top diffuser~cf. Fig. 2~b!!. The three-step expansion
from the round inlet duct to the nearly square chamber generates,
in conjunction with the perforated floor, strong vortical flow fields
in the test chamber. A single large recirculating zone is formed in
the vertical plane as the flow descends the wall in line with the
outside of the 90-degree bend, strikes the floor and partially
traverses the opposite wall~cf. Fig. 2~a!!. As a result, there is a
region of low velocity magnitude, i.e., less than 0.1 m/s (u*
,0.04), in the center of the chamber. The vertical recirculating
zone extends well into the first conical diffuser~cf. Fig. 2~b!!,
leading to enhanced mixing of the trace gas. The floor grate rep-
resents a flow resistance that redirects and reduces velocity gradi-
ents in the air flow field, part of which then accelerates in the
outlet nozzle to the exit duct~cf. Fig. 2~d!!.

Most important, the skewed inlet velocity field and partial floor
produce significant vortical flows in the chamber as indicated in
Fig. 2~c!. Particularly at breathing level,h'1.52 m, (h* 53.74)
the secondary flow pattern emanates from the mid-plane and
traverses the walls where downstream and upstream flow is high-
est, i.e., the walls along which the vertical eddy rotates. The high-
est trace gas concentrations are expected along these walls, there-
fore the secondary flow serves to enhance mass transfer to all
areas of the chamber. Thek-e model with two-layer wall func-

tions was also implemented to test the sensitivity of the velocity
field with respect tok-e approximations. The resulting velocity
field was found to be nearly identical to the RNGk-e results with
respect to primary and secondary flows.

The 3-D flow effects are clearly visible in Fig. 3 which depicts
stream traces introduced at different inlet positions. The skewed
velocity inlet profile and subsequent recirculating in the inlet re-
gion force the main stream to enter the chamber off center along
the side of a wall which, in conjunction with the flow resistance of
the floor, sets up a major recirculating zone. The stream trace
paths highlight these two primary chamber flow patterns. Thus,
depending on the release position, stream traces are either quickly
transported out of the chamber through the floor or circulate in-
definitely due to the strong vortical flow. Secondary flow contrib-
utes to the stream trace trajectory by dispersing the paths in a
direction normal to the plane of symmetry.

Local distributions of the turbulence level and nondimensional
dissipation rate as generated by the RNGk-e model are shown in
Fig. 4. Starting with the inlet to the round-to-round diffuser and
ending at floor level, Fig. 4 depicts the mid-plane turbulence
quantitiesT and e* across the chamber at four locations. The
skewed turbulent flow field leaving the 90-degree bend and enter-
ing the round-to-round diffuser is characterized by asymmetricT
and e* profiles with high values forT;(ui8) near the maximum

mean velocity and with high values fore* ;(]ui8/]xk)
2 at the

walls ~cf. Fig. 4~a!!. At the inlet to the square-to-square~third!
diffuser, the turbulence quantities are of similar asymmetric dis-
tribution with the highest values occurring at the location of peak

Fig. 3 Paths of stream traces in chamber
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downstream velocity~cf. Fig. 4~b!!. Approximately 1.5 meters
above the floor~cf. Fig. 4~c!!, both profiles are almost symmetric
with characteristic maxima forT near the chamber walls, reflect-
ing the turbulent flow field in the chamber~cf. Fig. 2!, and the
highest values fore* at the chamber walls. The presence of the
floor destroys the profile symmetry with a single new maximum
value for T at the location of high upflow. It is noted that the
turbulence level in the chamber test section~cf. Figs. 4~c! and
4~d!! is several orders of magnitude lower than in the inlet duct
configuration~cf. Figs. 4~a! and 4~b!!. The turbulence dissipation
also rapidly declines in thex-direction resulting in a linear reduc-
tion of eddy viscosity which directly correlates to the contribution
of turbulent mixing. Solving the inlet duct configuration sepa-
rately from the chamber geometry helped to alleviate the stiffness
and possible accuracy troubles in the solution of the linearizedk-e
equations introduced by large changes in turbulence quantities.

Area-averaged turbulent energy levels and nondimensional dis-
sipation rates in the stream-wise direction are shown in Figs. 5~a!
and 5~b! for both the RNGk-e and k-e solutions. Inside the
chamber test area, theT and e* functions are lowest with near-
constant values. Inside the second diffuser, i.e., during the round-
to-square transition, both averaged turbulence functions drop dra-

matically to the low, near-constant levels found in the chamber
with slight increases occurring in the system’s exit duct. The high-
est values forT ande* are found in the system’s inlet components
due to the narrow pathways, high velocities, and significant
changes in flow geometry. Both models predict similar turbulence
quantities for this geometry, especially inside the chamber test
area. The effect of upstream variation in turbulence quantities on
mixing characteristics is to be determined.

Trace Gas Results. The CO-trace gas experiments revealed a
more rapid than expected progression to steady state as well as a
nearly constant CO-concentration at the average breathing level
across the chamber. Considering a CO point source before the
fourth upstream bend, numerical results matched the transient and
steady state measurements and helped to explain the experimental
observations. Figure 6 illustrates the case of a CO-mass fraction
introduced upstream at timet50 and measured in the outlet sec-
tion as conditions progress to steady state. For the numerical
simulation, a characteristic travel time was estimated to account
for the variation in upstream injection positions. The turbulent
Schmidt number was slightly adjusted resulting in good agree-
ment between measured CO-concentration and numerical results

Fig. 4 Local distribution of mid-plane turbulence level and nondimensional dissipation rate at various downstream
locations: „a… inlet to first diffuser, hÄ6.38 m „h *Ä15.70…; „b… inlet to third diffuser, hÄ3.97 m „h *Ä9.77…; „c… breathing
level, hÄ1.52 m „h *Ä3.74…; „d… floor level, hÄ0.00 m
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~cf. Fig. 6!. The time required to reach the steady-state value of
584 ppm in the outlet section was predicted by the model to be
430 seconds (t* 57.70), compared to the measured value of 370
seconds (t* 56.63). From Fig. 5 it was evident that thek-e model
approximated higher k and lowere values in the inlet section
which would indicate a higher degree of mixing~cf. Eqs.~3a! and
~5!!. The transient outlet concentration~cf. Fig. 6!, however, was
found to be insensitive to this discrepancy, and bothk-e models
produced curves that were nearly identical. Successive mid-plane
contours of CO-concentration variation in time are illustrated in
Fig. 7 and reveal that, numerically, a period of 430 seconds is
required for the CO-concentration in the chamber test section to
reach a constant value.

Fig. 5 Area averaged turbulence quantities from RNG k-e and
k -e solutions: „a… turbulence level and „b… nondimensional dis-
sipation rate in chamber

Fig. 6 Measured and predicted transient CO-concentration at
the outlet for an upstream step-input

Fig. 7 Mid-plane contours over time of CO-concentration for an upstream step-input
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For quasi-steady-state conditions, theoretical CFD predictions
matched the five measurement points at breathing level, i.e.,h
51.52 m (h* 53.74), within63.63 percent~cf. Table 2!. Figure
8 depicts the cross section of the chamber with near-uniform CO-
concentration contours in the lower half and the horizontal air
velocity field in the upper half. Clearly, measurable secondary
flow assists in the even distribution of the trace gas. For quasi-
steady conditions, mid-plane and cross-sectional views of CO-
concentration contours are depicted in Fig. 9. CO-concentration
enters the chamber with a 25 percent variation between high and
low values. The inlet diffusers therefore provide a high degree of
mixing resulting in the near constant concentrations observed in
Figs. 8 and 9.

The importance of skewed versus uniform velocity inlet profile,
and hence the degree of upstream mixing has been documented by
Longest and Kleinstreuer@13#. In addition, parametric sensitivity
analyses revealed that trace gas convection, especially due to the
partial floor enhanced cross-flows and large eddies, is the major
mixing mechanism. Specifically, the two primary vortical flow
field patterns are the single eddy circulation in the vertical plane
and horizontal eddies spiraling down the quadrants of the chamber
~cf. Figs. 2~a! and 2~c!!. On first observation, the large vertical
eddy would seem to impede the goal of well-mixed flow and is the
cause of the somewhat linear contours of CO-concentration in

horizontal planes observed in Figs. 8 and 9. The vertical eddy
does, however, extend well into the first inlet diffuser, the effect
of which is dilution of the incoming concentrations and enhanced
mixing ~cf. Figs. 9 and 2~a!!. Equally important to well-mixed
flow is the effect of the secondary flow pattern. Viewing consecu-
tive horizontal planar contours of CO-concentration~cf. Fig. 9!, it
becomes evident that the secondary velocity pattern serves to
drive mass transfer by means of convection producing a rapidly
increasing constant concentration environment. Turbulent diffu-
sion has approximately a ten percent mixing effect, mainly
smoothing out local variations in CO-concentrations.

Conclusions
In order to visualize the flow characteristics in an empty Roch-

ester style inhalation chamber and determine steady-state and
transient pollutant concentrations, numerical simulations were
employed with a user-enhanced commercially available CFD pro-
gram. A computational model of the Rochester inhalation cham-
ber was validated by comparing turbulent flow simulations of the
system’s components with previously conducted experimental
benchmark studies at similar Reynolds numbers. Upon validation,
the components were assembled to create a model of the Roches-
ter chamber that was proven to be mesh independent. The as-
sumptions of steady turbulent flow in a 3-D planar symmetric
model were chosen in conjunction with appropriate boundary con-
ditions to generate a realistic flow field. This study makes avail-
able a validated numerical model at a reasonable computational
cost for the investigation of similar cases. Furthermore, for the
geometry and flow patterns considered, results were relatively in-
sensitive to the type ofk-e model selected.

Trace gas experiments, conducted concurrently with the nu-
merical simulations, revealed a rapid progression to steady state
and a basically constant pollutant concentration at breathing level
for the chamber of interest. Numerical simulation was then imple-
mented to first validate and then explain the mechanism behind
the steady near-equal concentration contours. It was concluded
that the secondary velocity components, which are highly preva-
lent in the chamber due to the partial floor and the existence of a
skewed inlet profile, convect the trace gas to all areas of the cham-
ber and thereby create a near-uniform pollutant environment at
average breathing levels, i.e., 1.4,h,2.0 m (3.4,h* ,4.9), for
steady-state operation. Without such secondary velocity compo-

Table 2 Comparison of measured versus predicted CO-
concentration at breathing level for sampling points given in
Fig. 8

Fig. 8 Horizontal plane view taken hÄ1.52 m „h *Ä3.74… above
the chamber floor of secondary velocity vectors „upper half …
and quasi-steady contours of CO-concentration measured in
ppmv „lower half …

Fig. 9 Quasi-steady contours of CO-concentration for an in-
jection point upstream of the fourth inlet bend; consecutive
horizontal plane slice positions measured upward from the par-
tial floor
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nents, pollutant concentrations would be quite nonuniform. Tur-
bulence quantities k ande, which are proportional toT ande* , are
relatively high in the inlet sections of the chamber contributing to
mixing. Upon flow deceleration, k ande decrease significantly to
the order of 0.01 resulting in the observed ten percent mixing due
to turbulence diffusion. An additional parameter contributing to
the uniform concentration in the chamber is the variation of trace
gas concentrations at the inlet of the chamber. Concentrations in
the chamber will be well mixed to a degree as specified first by
the inlet conditions, including the upstream location of the trace
gas injection point, and then by the mixing capacity of the cham-
ber. It is noted that the significant secondary velocity components
present in the flow field serve to cause a beneficial reduction in
start-up time, i.e., time to reach steady state.

Finally, it is noted that a highly vortical flow field, such as that
generated in Chamber 3, is generally not desirable from an expo-
sure point of view. Recirculating of air near the chamber floor
may transport extraneous aerosols and gases into the breathing
zone which can adversely affect the results of controlled pollutant
exposure studies. These issues, as well as depletion of pollutant by
different breathing patterns of human subjects, are currently under
investigation~cf. Comer et al.@11#, Kleinstreuer and Hyun@20#!.
The present results are, however, a basis for future numerical
studies of inhalation test chambers and also for clean rooms which
are of importance to the electronic, pharmaceutical and health care
industries.
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Nomenclature

B 5 body force,N/kg
Cm , Ce1 , Ce2 , 5 turbulence constants for thek-e models

DAB 5 binary diffusion of speciesA in B, m2/s
Dh 5 hydraulic diameter, m

d 5 inlet duct diameter~0.4064 m!
h 5 height above chamber floor, m

h* 5 nondimensional height above chamber
floor, h* 5h/d

k 5 turbulent kinetic energy, m2/s2 ~at inlet kr

50.01225 m2/s2!
ṁ 5 mass flow rate of CO
p 5 pressure, Pa gage

p* 5 nondimensional pressure,p* 5p/rV2

Q 5 volumetric flow rate, m3/s
Red 5 Reynolds number based on diameter,

uiDh /n
Sc 5 Schmidt number,n/DAB
Sct 5 turbulent Schmidt number
Si j 5 mean rate of strain tensor

T 5 turbulence level,T51/V* (2/3kr)
1/2

t* 5 nondimensional time,t* 5t/t
ui 5 velocity components in Cartesian coordi-

nates, m/s
u* 5 nondimensional velocity magnitude compo-

nent,uui u/V

Ui 5 local time-mean velocity
ui8 5 fluctuating velocity component, m/s

ui8uj8r 5 components of Reynolds stress tensor, N/m2

ut 5 friction velocity, Atw /r
V 5 mean inlet velocity~2.47 m/s!

YA 5 mass fraction of speciesA to the total mass
y1 5 dimensionless sublayer scaled distance,

uty/n
x, y, z 5 Cartesian coordinates

x* , y* , z* 5 nondimensional dimension (x/d, y/d, z/d)
e 5 turbulence dissipation rate, m2/s3

e* 5 nondimensional turbulence dissipation rate,
0.5* d* e/k3/2

h, h` , b 5 additional turbulence model constants
n 5 kinematic viscosity, m2/s

nT 5 eddy viscosity, m2/s
r 5 density, kg/m3

sk , se 5 turbulence constants for thek-e models
t 5 time for a fluid particle to traverse the ge-

ometry ~55.85 s!
tw 5 wall shear stress
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Theoretical Analysis of Cavitation
in Inducers With Unequal Blades
With Alternate Leading Edge
Cutback: Part I—Analytical
Methods and the Results for
Smaller Amount of Cutback
With the idea of reducing the region of rotating cavitation by cutting back the leading
edge of blade alternately and enhancing the stability of alternate blade cavitation, an
analysis of steady cavitation and its stability were made for unequal blade cascade. The
cavities on longer uncut blades are generally longer but they become shorter in a certain
range of inlet cavitation number. This peculiar behavior is explained by an interaction
effect of a local flow near cavity closure with the leading edge of the opposing blades. It
is also shown that the region with stable cavities can be extended and the onset region of
rotating cavitation can be diminished by cutting back the leading edge of blade alter-
nately. In Part II, the effect of the amount of cutback is discussed.
@S0098-2202~00!00402-8#

Introduction
Various kinds of cavitation related instabilities such as rotating

cavitation~Kamijo et al. @1# and Tsujimoto et al.@2#!, cavitation
surge and alternate blade cavitation~de Bernardi et al.@3#! have
been important problems for developing reliable turbopump in-
ducers for rocket engines. For a four-bladed inducer, de Bernardi
et al. @3#! have shown that the alternate blade cavitation, the ro-
tating cavitation and the asymmetric fixed cavitation occurs suc-
cessively prior to the head break down. In three-bladed inducers,
the alternate blade cavitation does not occur and the rotating cavi-
tation is said to occur at higher inlet pressure than in four-bladed
inducers. While the rotating cavitation can cause supersynchro-
nous shaft vibration, the alternate blade cavitation is substantially
harmless to rotor vibration because the fluid force on each blade is
balanced. This is one of the reasons for which the four-bladed
inducer is adopted for ARIANE-5 engine.

In the present study, we examine theoretically whether or not
the region of rotating cavitation can be reduced by enhancing
alternate blade cavitation by cutting back the leading edge of
blade alternately. From this point of view, an analysis of steady
cavitation and its stability, and also the analysis of rotating cavi-
tation were made for unequal blade cascades. In Part I, the ana-
lytical method is presented and the results are shown for the case
of small amount of cutback. The effects of the amount of cutback
are discussed in Part II.

Fundamental Flow Fields
We consider a cascade of flat plates with the chord lengthCn ,

the spacingh, and the stagger angleb as shown in Fig. 1. More
specifically, we examine a cascade obtained by cutting back the
leading edge byLen from an equal blade cascade with the solidity
C/h. We assume an upstream flow of magnitudeU and the angle

of attack a. The complex conjugate velocity fluctuation at up-
stream infinity is denoted byÑeibej vt, whereÑ is the amplitude
of axial velocity fluctuation,i and j denote the imaginary units in
space and time, respectively, andv5vR1 j v I is the complex
frequency with its real partvR signifying the frequency and the
imaginary partv I the decay rate. We define the index of blades by
taking account of the periodicity of blade row for the inducer with
blade numberZN : the blade located onx-axis is given the index
zero, and the index increases in positive direction ofy-axis and the
index of ZNth blade returns to zero. We consider the case of
partial cavitation with cavity lengthl n on the nth blade. In the
present study, the leading edge of blades is cut back alternately by
Le and this is the only difference from the analysis of alternate
blade cavitation~Horiguchi et al.@4#!.

The velocity disturbances due to the blades and cavities are
represented by source distributionsqn on the cavity region, vortex
distributionsg1n andg2n on the blade, and trailing vorticesg tn on
the wake surface of the blades. The singularities are distributed on
the blades and their downstream extension assuming that the flow
disturbance is small. Then the complex conjugate velocity can be
represented as follows.

1Currently Research Associate at Tokushima University, Faculty of Engineering,
2-1 Minamijosanjima, Tokushima 770-8506, Japan.
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`

g tn~j!@ f n~z,j!2 f n~2L,j!#djJ (1)

f n~z,j!5
p

ZNh
e2 i ~p/22b!

3cotH p

ZNh
~z2j2Len!e2 i ~p/22b!2

n

ZN
pJ (2)

where the coordinatej signifies the distance downstream from the
leading edge along the blade. It has been assumed that the mag-
nitude of the singularities is the same on the blades with the same
index. Here, the parameterss1 and s2 have been introduced to
take account of the variable cavity lengthl n :

j5 l ns1 ~0,j, l n , 0,s1,1, n50,1, . . . ,ZN21! (3)

j5~Cn2 l n!s21~2l n2Cn!

~ l n,j,Cn , 1,s2,2, n50,1, . . . ,ZN21! (4)

All the singularities are specified on these coordinatess1 and s2
moving in accord with the variable cavity lengthl n . In the present
analysis, with large value ofL ~L51000C in the present calcula-
tion!, f (2L,j) is approximated by2peib/h.

The strength of the singularities and the cavity length are sepa-
rated into steady and unsteady components:

qn~s1!5qsn~s1!1q̃n~s1!ej vt

g1n5g1n~s1!1g̃1n~s1!ej vt

g2n5g2n~s1!1g̃2n~s1!ej vt

(5)
g tn5g̃ tn~j!ej vt

l n5 l sn1 l nej vt

~n50,1, . . . ,ZN21!

Substituting the expressions of Eq.~5! into Eq. ~3!, we divide
the velocity into the uniform steady velocity (U,Ua), the steady
disturbance (us ,ns), and the unsteady disturbance (ũ,ñ) as fol-
lows.

u5U1us1ũej vt

(6)
n5Ua1ns1 ñej vt

Here, it has been assumed thata!1, U@uusu, unsu@uũu, uñu, and
linearizations are made based on these assumptions throughout the
present study.

Boundary and Complementary Conditions
Boundary conditions are applied on the coordinatess1 and s2

moving in accord with the variable cavity lengthl n .

Boundary Condition on Cavity Surface. It is assumed that
the pressure on the cavity surface (z5nhei (p/22b)1 l ns11Len
10i , 0,s1,1) is constant and equal to the vapor pressurepn .
By applying the linearized momentum equation on the cavity sur-
face, we obtain

]u

]t
1

U

l sn

]u

]s1
52

1

r

1

l sn

]p

]s1
50 (7)

which results in the velocity (U1ucn) on the cavity surface with

ucn~s1!5ucs1ũcne
2 j ~v l sn /U !s1ej vt (8)

If we use the expressions of Eqs.~3! and ~8!, we can express the
boundary condition on cavity surface as follows.

Real $w~nhei ~p/22b!1 l ns11Len10i !%

5U1ucs1ũcne
2 j v l sn /Us1ej vt, ~0,s1,1! (9)

Here, we assume that the 2-D flow around the cascade is con-
nected to a space with constant total~5static! pressurept along
AB at a distanceL1Len upstream from the leading edge of blade.
From Bernoulli’s equation applied between the space and the duct
inlet AB, we obtain

p2Ls5pt2
r

2
U2 (10)

p̃2L52rUÑ cosu (11)

wherep2Ls andp̃2L are the steady and unsteady static pressure at
j52L2Len , respectively. By applying the unsteady Bernoulli’s
equation between the pointsz5nhei (p/22b)2L on AB and the
leading edge of cavity (z5nhei (p/22b)1Len), we can relate the
velocity on the cavity surface with the pressure atz
5nhei (p/22b)1Len .

ucs5
p2Ls2pn

rU
5

sU

2
(12)

]@Real$W~nhei ~p/22b!2L !2W~nhei ~p/22b!1Len!%#

]t

1Uũcn2UÑ cosb5
p̃2L

r
(13)

where pn and s52(p2Ls2pn)/rU2 are the vapor pressure and
the cavitation number, respectively. Equations~12! and~13! with
~11! give the tangential velocity on the cavity surface to be used in
Eq. ~9!.

Boundary Condition on Wetted Surface. The vertical com-
ponents of velocity on wetted surface$(z5nhei (p/22b)1 l ns1

1Len20i , 0,s1,1) and (z5nhei (p/22b)1(Cn2 l n)s21(2l n
2Cn)1Len60i , 1,s2,2)% should be 0. These conditions can
be represented by

Imag@w~nhei ~p/22b!1 l ns11Len20i !#50 ~0,s1,1!
(14)

Imag@w$nhei ~p/22b!1~Cn2 l n!s21~2l n2Cn!1Len60i %#

50 ~1,s2,2! (15)

Cavity Closure Condition. The cavity thicknesshn should
satisfy the following kinematic condition.

]hn

]t
1

1

l n
S U2s1

dln
dt D ]hn

]s1
5n~nhei ~p/22b!1 l ns11Len10i !

5qn~s1! (16)

The cavity thickness is separated into steady and unsteady com-
ponents as follows.

hn~s1!5hsn~s1!1h̃n~s1!ej vt (17)

Equation~16! is separated into steady and unsteady components
after linearization. By integrating these equations, we obtain
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l sn

U E
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s1

qn~s18!ds18 (18)

h̃n~s1!5
l sn

U E
0

s1

q̃n~s18!e2 j ~v l sn /U !~s12s18!ds18

1
l̃ n

U E
0

s1S 11 j
v l sn

U
s18Dqsn~s18!e2 j ~v l sn /U !~s12s18!ds18

(19)

The cavity closure conditions are

hsn~1!5h̃n~1!50 (20)

Kutta’s Condition. We assume that the pressure difference
across the blade is vanishing at the trailing edge. If we apply the
momentum equation on the pressure and suction sides of a blade
and making subtraction of these equations after linearization, this
condition can be expressed as follows.

d

dt F E0

1

g1n~s1!l nds11E
1

2

g2n~s2!~Cn2 l n!ds2G1Ug2n~2!50

(21)

Equation~23! is equivalent to Kelvin’s circulation conservation
law signifying that the vortex wake of strengthg2n ~2! is shed
from the trailing edge on the mean velocityU, correspondingly to
the change in blade circulation.

If we assume that the trailing free vorticityg tn(j) is transported
on the free stream, it can be represented byg2n ~2! as follows.

g̃ tn5g̃2n~2!e2 j ~v l sn /U !~j2Cn!/ l sn (22)

Downstream Condition. We consider the case when the
downstream duct length is infinite. Then the downstream flow rate
fluctuation would be suppressed owing to the infinite inertia ef-
fect. Then we obtain the following relation.

Ñ1
1

ZNh (
n50

ZN21 H E
0

1

q̃n~s1!l nds1J 50 (23)

Analytical Method
The unknowns are the steady and unsteady parts of singularity

distributionsqn(s1), g1n(s1), g2n(s2), the cavity lengthl n , the
cavity surface velocityuc , and the magnitude of inlet velocity
fluctuation. These are determined from the steady and unsteady
parts of Eqs.~8!–~15!, ~18!–~21! and~23!. Here, we introduce the
following functions for the steady components of singularities.

Cqn~s1!5qsn~s1!/Ua

Cg1n
~s1!5g1sn~s1!/Ua (24)

Cg2n
~s2!5g2sn~s2!/Ua

We consider the strengths of singularities at discrete pointss1
5S1k , s25S2k as unknowns. The locations of the discrete points
S1k andS2k are defined as follows so that they distribute densely
near leading and trailing edges of the cavity and the blade,

S1k5
1

2 H 12cosS k21

NC21
p D J ~0,S1k,1, k51;NC!

(25)

S2k511
1

2 H 12cosS k21

NB21
p D J ~1,S2k,2, k51;NB!

(26)

whereNC and NB are the numbers of discrete points in coordi-
natess1 ands2 , respectively. The strength of singularities is ba-
sically assumed to be linear between these discrete points. How-

ever, near the leading and trailing edge of cavity, the singular
behavior of linearized cavitating flow obtained by Geurst@5# is
taken into account. The strength distributions are assumed to be
qn(s1);s1

(21/4) andg1n(s1);s1
(21/4) near the leading edge of cav-

ity and blade,qn(s1);(12s1)(21/2) and g2n(s2);(s221)(21/2)

near the trailing edge of cavity. The boundary conditions are ap-
plied at the midway between these discrete points.

The values of the functions given by Eq.~24! at s15S1k (k
51;NC), s25S2k (k51;NB) are considered to be unknowns.
By evaluating the integrals in Eq.~3! using these values, we can
express the boundary conditions and complimentary conditions as
follows. For steady component,

@As~ l sn!#5
Cqn

~S11!

:
Cg1n

~S11!

:
Cg2n

~S21!

:
s/2a

6 5$Bs% (27)

and for unsteady component,

@Au~ l sn ,v!#

¦

q̃n~S11!

:
g̃1n~S11!

:
g̃2n~S21!

:
ũcn

:
a l n

:

Ñ

§
5$0% (28)

whereAs( l sn), Au( l sn ,v) are coefficient matrices,Bs is a con-
stant vector. The steady flow can be determined from Eq.~27!,
which shows that the steady cavity lengthsl sn are functions of
s/2a. Equation~28! is a set of linear homogeneous equations. For
the cases with externally forced disturbances such as inlet pres-
sure or flow rate fluctuations, we would have nonzero vector on
the right-hand side representing the forced disturbances. For the
present cases without any external disturbances, the determinant
of the coefficient matrixAu( l sn ,v) should satisfy

uAu~ l sn ,v!u50 (29)

so that we have nontrivial solutions. This equation gives the com-
plex frequencyv5vR1 j v l as functions of steady cavity length
l sn . This indicates that the cavitation numbers and the incidence
anglea can affect the stability through the form ofs/2a.

In the present study, we carry out two kinds of stability analy-
sis, one of which is to determine the statical stability of steady
cavitation and the other is an analysis of rotating cavitation. In the
statical stability analysis, we examine the stability of the cavita-
tion in inducers with even number of blades with alternate blade
leading edge cutback, by puttingZN52. This assumes that the
phase of the disturbance is the same for all longer or shorter
blades (u0,25u1,350°). The reason for this assumption will be
explained later. The phase difference of the disturbances on longer
and shorter blades are set free and determined from the calcula-
tion. The duct lengthL is set to be 1000C. We define the follow-
ing normalized complex frequency based on the circumferential
wave lengthZNh (ZN52) of the disturbance.

k5kR1 jkI5

v

2p
ZNh

UT
~ZN52! (30)
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wherekR represents the normalized frequency andkI the normal-
ized decaying rate.

In the analysis of rotating cavitation, we consider only the ro-
tating cavitation mode with 1 cell in four-bladed inducer with
equal and unequal length blades. We assume that the upstream
velocity fluctuationÑeibej vt equals to 0 to have only the circum-
ferentially propagating mode. This assumption is equivalent to
the assumption that the inlet duct lengthL is infinite. We further
assume that the phase of disturbance differs by 180 deg on
adjacent longer or shorter blades (u0,25u1,35180 deg) to simu-
late the rotating cavitation with 1 cell in four-bladed inducer. The
phase difference of the disturbances on the adjacent~longer
and shorter! blades is set free and determined from the calcula-
tion. In the analysis for the rotating cavitation, we define the fol-
lowing normalized frequency with circumferential wave length
ZNh (ZN54).

k5kR1 jkI5

v

2p
ZNh

UT
~ZN54! (31)

Here, kR represents the ratio of propagation velocity of distur-
bance to the peripheral speedUT of cascade in a frame moving
with the cascade. To judge the direction of the propagation, we
use the phase differenceu0,1(5u2,3) of cavity length fluctuation
on the 1st~3rd! blade ~shorter! to the 0th~2nd! blade ~longer!.
WhenkR has positive~negative! value, the disturbance propagates
in the same~opposite! direction of cascade when 0,u0,1,p and
opposite~same! direction when2p,u0,1,0. The propagation
velocity ratiokR* , the ratio of propagation velocity of disturbance
to the moving speed of cascade in a stationary frame, can be
determined as follows.

kR* 511kR ~0,u0,1,p!
(32)

kR* 512kR ~2p,u0,1,0!

In the present study, we usekR given by Eq.~30! in the analysis
of statical stability andkR andkR* given by Eqs.~31! and ~32! in
the analysis of rotating cavitation.

The steady cavity length obtained withNC5NB537 agrees
with that with NC5NB5100 to second or third places of deci-
mals. Thus,NC5NB537 is considered to be sufficient for the
discussions in the present paper.

Results and Discussions

Steady Cavitation. Figure 2 shows the development of
steady cavity length in the equal blade cascade (Le/h50.0) with
C/h52.0 andb580 deg, and in a cascade with alternate blade
leading edge cutback withLe/h50.2 on the equal blade cascade.
Alternate blade cavitation starts to occur in equal blade cascade
when the cavity length develops tol s /h50.65. The development
of cavity in the cascade withLe/h50.2 is closely related to the
development of alternate blade cavitation in equal blade cascade.
The shape of the cavity corresponding to~a!–~g! in Fig. 2 is
shown in Fig. 3.

First, we consider the case with decreasings/2a from larger
value ofs/2a. When the value ofs/2a is sufficiently large~such
as~a! and~b! in Fig. 2!, the length of the cavity on longer blade is
longer than that of the cavity on shorter blade as shown in Figs. 3
~a! and ~b!. As s/2a decreases, the cavities on both blades de-
velop. When the length of the cavity on shorter blade approaches
65 percent of the distanceL1 shown in Fig. 2, the cavity on
longer blade starts to diminish quickly and the cavity on shorter
blade develops quickly~~c! and~d! in Figs. 2 and 3!. This behav-
ior, which is also found in experiments, can be explained by the
interaction of the flow toward the blade suction surface observed
near the cavity closure, with the leading edge of opposing blade.
Detailed discussions will be made in Part II including the cases
with larger amount of cutback.

Second, we consider the case of increasings/2a from smaller
value ofs/2a. In the region of sufficiently smalls/2a ~such as~e!
in Fig. 2!, the lengths of cavities on longer and shorter blades are
both longer than 65 percent ofL0 andL1, respectively~Figs. 3
~e!!. As the value ofs/2a increases, the lengths of both cavities
decrease. When the length of the cavity on shorter blade becomes
shorter than 65 percent ofL1, the cavity rapidly diminishes until
the length of the cavity becomes almost 0, whereas the cavity on
longer blade develops quickly, as shown in~g! and~h! of Figs. 2
and 3. Here, we should note that, in this region ofs/2a, two
couples of solutions are obtained. The set of solutions with larger
cavity length difference is herein called ‘‘alternate blade cavita-
tion’’ to distinguish it from other set of solution corresponding to
equal length cavitation. For the transition between these two
modes, the disturbances on the longer blades and shorter blades
should have the same phase, respectively, and the phase differ-
ence on longer and shorter blades should be 180 deg. This is the
reason for the assumption on the phase for the statical stability
analysis of steady solution.

We should note that the curves from larger and smaller values
of s/2a are not continuous and there exists a region ofs/2a
without steady solution. The peculiar behavior of steady cavity

Fig. 2 Steady cavity length and its stability for the cascades
with the amount of leading edge cutback, Le ÕhÄ0.0 and 0.2,
from the original cascade with „CÕhÄ2.0, bÄ80 deg …

Fig. 3 Steady cavity shape for the cascade with CÕhÄ2.0,
bÄ80 deg and Le ÕhÄ0.2 for aÄ4 deg „the conditions for each
case are shown by „a…–„h… in Fig. 2 …
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development is found also in experiment. Detailed discussion is
made in Part II as to the mechanism of the steady cavity develop-
ments including the cases with larger amount of cutback and ex-
periments.

Statical Stability of Steady Solutions. Figures 4~a! and ~b!
show the frequency of amplifying modes and the phase difference
u0,1 of cavity length fluctuation on the 1st~shorter! blade relative
to the 0th~longer! blade, respectively, for the steady cavitation
shown by the solid lines in the upper figure corresponding to
equal length cavitation. Mode I represents the unstable divergence
type mode withkR50, u0,15180 deg, indicating that the cavita-
tion will shift to the alternate blade cavitation with exponential
time dependence. Mode I appears only in the region of
s/2a%2.33. Thus the solutions corresponding to equal length
cavitation is statically unstable in the region ofs/2a%2.33 and
stable in the other region ofs/2a ~strictly speaking, we need to
examine all possible modes to verify the stability. Here, the sta-
bility is examined only for the disturbance with the same phase on
the blades with odd or even number of index!. The phase differ-
encesu0,1 of Modes II–V change largely as shown in Fig. 4~b!.
Mode II may be called surge becauseu0,1 is small. Judging from
the frequency, Modes III–V correspond to those of high fre-
quency oscillations, which appeared in equal blade cascade
~Horiguchi et al.@3#!.

Figures 5~a! and~b! show the frequency of amplifying modes
and the phase differenceu0,1 of cavity length fluctuation, respec-
tively, for the cavitation corresponding to alternate blade cavita-
tion. No divergence type modes withkR50 are found. Thus the
cavitation corresponding to alternate blade cavitation is consid-
ered to be statically stable.

Comparison With the Result of the Equal Blade Cascade.
Returning to Fig. 2, the lengths of stable and unstable cavities are
expressed by solid and dotted lines, respectively, for the cascade
with equal length blades. The alternate blade cavitation starts to
develop when the length of cavity reaches about 65 percent of the
pitch. When the lengths of longer and shorter cavities of alternate
blade cavitation approachesh and 0, respectively, the stable alter-
nate blade cavitation disappears~at s/2a52.30! and there exists
no stable solution for smaller values ofs/2a.

In Fig. 2, the lengths of the cavities of stable and unstable
cavitations for unequal blade cascade are also shown byd, m and
s, n, respectively. The minimum values ofs/2a for the stable
cavitation for this case is 2.10, which is smaller than 2.30 for
equal blade cascade. This fact suggests that the stable region can
be enlarged by cutting back the leading edge alternately. How-
ever, no steady cavitation exists in the region of 2.33,s/2a,2.50
where we may have some kind of unsteady cavitation.

Rotating Cavitation. Figure 6 shows the result of the analy-
sis for the rotating cavitation in the equal blade cascade. The
phaseu0,1 of cavity length fluctuation on the 1st blade relative to
that on the 0th blade is obtained to be 90 deg for Modes I–III.
Mode I and Mode II represent the forward (kR* .1) and backward
(kR* ,1) rotating cavitation, respectively. Mode III represents
higher order forward rotating cavitation. These modes are also
found in the analysis by Watanabe et al.@6#. Focusing only on the
conventional rotating cavitation, Mode I, the maximum value of
s/2a with rotating cavitation is 2.34.

Figure 7 shows the result of rotating cavitation analysis for the
alternate blade cavitation in equal blade cascade, in which the
longer cavity is assumed to occur on 0th~2nd! blade. Herein, we
used normalized frequencykR instead of the propagation velocity
ratio kR* , because the phase differenceu0,1 changes largely and it
is difficult to determine the propagating direction. Judging from
the frequency, the mode obtained here corresponds to Mode III in
the equal length cavitation.

Figures 8~a! and ~b! show the frequency and the phase differ-
enceu0,1 of unstable mode, respectively, for the cavitation corre-
sponding to equal length cavitation. In Fig. 8~b!, the frequency is
shown in terms of the propagation velocitykR* . The value ofkR*
of Mode I is a little larger than unity. Mode I corresponds to the
conventional forward rotating cavitation observed in experiments.

Fig. 4 Results of statical stability analysis of steady cavitation
for the cascade with the alternate leading edge cutting with
Le ÕhÄ0.2. The original cascade is with CÕhÄ2.0 and bÄ80 deg.
It is assumed that u0,2Äu1,3Ä0 deg and unstable modes are
plotted for the steady cavitation corresponding to equal length
cavitation shown by the solid lines in the upper part of each
figure. „a… Reduced frequency, „b… phase difference.

Fig. 5 The same as Fig. 4, for the steady cavitation corre-
sponding to alternate blade cavitation. „a… Reduced frequency,
„b… phase difference.

Fig. 6 Results of stability analysis for rotating cavitation for
the equal blade cascade with CÕhÄ2.0 and bÄ80 deg. It is as-
sumed that u0,2Äu1,3Ä180 deg and unstable modes are plotted
for the equal length cavitation shown by the solid lines in the
upper part of each figure.
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Thus the rotating cavitation can also occur in unequal blade cas-
cade. The maximum value ofs/2a for rotating cavitation~Mode
I! is 2.26, which is a little smaller than the value for the equal
blade cascade,s/2a52.34. This indicates that the onset region of
rotating cavitation can be reduced by the inequality of blade.
Judging from the frequency, Modes II and III correspond to
Modes II and III in the equal blade cascade, respectively. The
phase differencesu0,1 in Modes II and III are significantly differ-
ent from 90 deg for the equal blade cascade, showing that the
propagation process of those modes are different from that in
equal blade cascade. The results for the alternate blade cavitation

branch is shown in Fig. 9. The frequency is represented bykR .
Only one mode corresponding to Mode III in Fig. 8 is obtained.

Conclusions

1 Normally the cavities on longer blades are longer than those
on shorter blades. However, there exists a region of where longer
blades have shorter cavities. This peculiar behavior is related with
the development of alternate blade cavitation in equal blade cas-
cade.

2 The alternate cutback of the leading edge can enlarge the
region of stable cavitation and suppress the rotating cavitation to
some content. However, there appears a region ofs/2a where
there exists no steady cavitation.

3 Various modes of unstable cavitation occur in the region
with smaller values ofs/2a than that where the alternate blade
cavitation occurs. It suggests that the cavitation is basically un-
stable in such a region.
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Nomenclature

As 5 coefficient matrix for steady component
Au 5 coefficient matrix for unsteady component
Bs 5 constant vector
C 5 chord length

Cq ,Cg1 ,Cg2 5 normalized strengths of steady components of
singularities

f 5 a function used in equation of complex veloc-
ity

h 5 blade pitch
i 5 imaginary unit in space,i 2521
j 5 imaginary unit in time,j 2521
k 5 complex propagation velocity ratio in a frame

moving with a cascade,kR1 jkI
5„(v/2p)ZNh…/UT

kR 5 propagation velocity ratio in a frame moving
with a cascade

kI 5 decay ratio
kR* 5 propagation velocity ratio in a stationary frame
L 5 distance between the leading edge of blade and

the space with constant total pressure, 1000C
L0,L1 5 distance between the leading edges of adjacent

blades, see Fig. 2
Le 5 amount of cutback of leading edge

l 5 cavity length
N 5 amplitude of upstream axial velocity fluctua-

tion
NC ,NB 5 number of discrete points fixed on coordinates

n 5 blade index
p2L 5 pressure atj52L2Len

pt 5 total pressure
pn 5 vapor pressure
q 5 strength of source
S 5 location of discrete point on coordinates
s 5 a coordinate stretching in accord with variable

cavity length
t 5 time

U 5 upstream mean velocity
UT 5 peripheral velocity~moving speed! of cascade,

U sin(a1b)
u,n 5 flow velocity in x- andy-direction
W 5 complex velocity potential
w 5 complex conjugate velocity,u2 in

ZN 5 number of blade

Fig. 7 The same as Fig. 6, for the alternate blade cavitation. „a…
Reduced frequency, „b… phase difference.

Fig. 8 Results of stability analysis for rotating cavitation for
the cascade with the alternate leading edge cutting with Le Õh
Ä0.2. The original cascade is with CÕhÄ2.0 and bÄ80 deg. It is
assumed that u0,2Äu1,3Ä180 deg and unstable modes are plot-
ted for the steady cavitation corresponding to equal length
cavitation shown by the solid lines in the upper part of each
figure. „a… Propagation velocity ratio, „b… phase difference.

Fig. 9 The same as Fig. 8, for the steady cavitation corre-
sponding to alternate blade cavitation. „a… Reduced frequency,
„b… phase difference.
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z 5 complex coordinate,x1 iy
a 5 angle of attack
b 5 stagger
g 5 strength of vortex
h 5 cavity thickness

um,n 5 phase of disturbances onnth blade relative to
mth blade

j 5 distance downstream from the leading edge
along blade

r 5 density
s 5 cavitation number, (p2Ls2pn)/ 1

2rU2

v 5 complex angular frequency,vR1 j v I
vR 5 angular frequency
v I 5 decay ratio

Superscript

; 5 unsteady component

Subscript

1,2 5 index of cavitating and noncavitating region in
terms of coordinates

c 5 cavity surface
k 5 index of discrete point
n 5 blade index
s 5 steady component
t 5 trailing free vortex
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Theoretical Analysis of Cavitation
in Inducers With Unequal Blades
With Alternate Leading Edge
Cutback: Part II—Effects of the
Amount of Cutback
In Part I, it was found that the alternate blade cutback of the leading edge causes a
peculiar behavior in the development of steady cavitation. A stability analysis showed that
the alternate blade cutback can reduce the onset region of rotating cavitation by enhanc-
ing the stability of alternate blade cavitation. In this report, we examine the effects of the
amount of cutback. It was found that the development of steady cavity is significantly
different depending on the amount of cutback. Those steady cavity developments are
explained by the interaction of local flow near the cavity closure with the leading edge of
the opposing blade just in the same way as for the development of alternate blade cavi-
tation. It is also shown that the range of cavitation number with stable cavitation can be
increased by increasing the amount of cutback.@S0098-2202~00!00502-2#

Introduction
In Part I ~Horiguchi et al.@1#!, with the idea of reducing the

onset region of rotating cavitation by enhancing the stability of
alternate blade cavitation by cutting back the leading edge alter-
nately, we carried out steady and stability analyses of cavitation in
the cascades with equal and unequal length blades. It was found
that, by cutting the blade by 20 percent of spacing from the lead-
ing edge alternately, we can increase the stable region of cavita-
tion and diminish the onset region of rotating cavitation in terms
of s/2a, wheres anda are the cavitation number and the angle of
attack respectively.

In the present report, we examine the effects of the amount of
leading edge cutback. We carry out the analyses of cavitation in
the cascade with the various amount of leading edge cutback in
the same way as the first report. The results are shown for the
cascade withLe/h50.2, 0.4, 0.6 and 0.8 whereLe andh are the
amount of cutback and the spacing, respectively. It is shown that
the amount of cutback has a substantial effect on the development
of steady cavitation. Discussions are made as to the effects of the
amount of leading edge cutback on the steady cavitation, its sta-
bility and rotating cavitation.

Steady Cavitation
Figure 1 shows the development of steady cavitation in the

cascades with various amount of cutbackLe/h from the original
equal blade cascade with the solidityC/h52.0 and stagger
b580 deg. The cavity length on longer blades is shown bys
and d, and that on shorter bladesn and m. Open and closed
symbols show statically unstable and stable cavities determined
from the stability analysis discussed later. Figure 1 also shows the
results for the equal blade cascades with~C/h52.0 andb580
deg! and ~C/h51.0 andb580 deg!. The alternate blade cavita-

tion is also shown. Note that the steady cavity development for
smaller amount of cutback withLe/h50.2 and 0.4 is closely re-
lated with the alternate blade cavitation.

The Cases With Smaller Amount of Cutback„LeÕhÄ0.2 and
0.4…. The development of steady cavitation can be sorted into
two types depending on the amount of cutback. With a smaller
amount of cutback,Le/h50.2 and 0.4 shown in Fig. 1~a! and~b!
respectively, there appears a region ofs/2a in which the cavity on
shorter blade is the longer than that on the longer blade. Such
region cannot be found for a larger amount of cutback,Le/h
50.6 and 0.8 as shown in~c! and ~d! of Fig. 1.

The peculiar behavior in the steady cavity development can be
explained by an interaction of a local flow near the cavity closure
with the leading edge of the opposing blade, which also explains
the development of alternate blade cavitation~Horiguchi et al.
@2#!. Figure 2 shows the flow around the cavity in the cascade
with ~C/h52.0, b580 deg!. Near the cavity closure point, we
find a region in which the velocity vector is inclined toward the
blade on which the cavity exists. This region starts to interact with
the leading edge of adjacent blade when the cavity length grows
to about 65 percent of the blade spacing. In this region, the angle
of attack to the adjacent blade is smaller. Under the interaction,
the cavity on the adjacent blade becomes smaller with smaller
angle of attack to the blade. If the cavity on one blade becomes
longer than 0.65h, the cavity on adjacent blade will become
shorter as shown in Fig. 2~c!. This is the mechanism for the alter-
nate blade cavitation which occurs atl s /h060.65.

The development of steady cavity forLe/h50.2 and Le/h
50.4 ~Fig. 1~a! and ~b!! is examined with the above interaction
effects in mind. The distancesL0 andL1 are defined in the figure
and 0.65L0 and 0.65L1 are indicated.

For s/2a.3.5, the cavities on shorter/longer blades are shorter
than 0.65L1/0.65L0 respectively, showing that they are both not
under the interaction with the leading edges of opposing blades. If
we reduce the value ofs/2a, the cavity on the shorter blade starts
to interact with the leading edge of the longer blade with its length
exceeding 0.65L1. This causes the cavity on the longer blade to
get shorter and in turn the cavity on the shorter blade gets longer.
For s/2a,1.5, the cavities on the shorter/longer blades are longer
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Fig. 1 Steady cavity length and its stability for the cascade with CÕhÄ2.0, bÄ80 deg, Le Õh
Ä0.2, 0.4, 0.6 and 0.8. „a… Le ÕhÄ0.2, „b… Le ÕhÄ0.4, „c… Le ÕhÄ0.6, „d… Le ÕhÄ0.8

Fig. 2 Steady cavity shape and velocity in a cascade with equal blades, CÕhÄ2.0 and bÄ80
deg for aÄ4 deg. „a… Equal length cavitation „sÕ2aÄ7.0 Is ÕhÄ0.202…, „b… equal length cavita-
tion „sÕ2aÄ2.58, Is ÕhÄ0.640…, „c… alternate blade cavitation „sÕ2aÄ2.58, Is ÕhÄ0.249 and 0.882 ….
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than 0.65L1/0.65L0, respectively, showing that they are both
under the interaction with the leading edges of the opposing
blades. If we increase the value ofs/2a, the cavity on the shorter
blade gets out from the interaction condition with its length be-
coming smaller than 0.65L1, with the cavity on the longer blade
under the interaction. This causes the quick decrease of the cavity
length on the shorter blade and in turn the quick increase of that
on the longer blade. The cavity length curves curl back and there
appears a region ofs/2a in which two sets of solution exists. The
stability analysis in a later section shows that the set of solution
with larger difference of cavity lengths is statically stable.

The above discussion shows, for the cases with smaller amount
of cutback, that the cavity length on shorter blades plays an im-
portant role in the development of steady cavity. This is because
the cavity on the shorter blade gets into/out of the interaction
more easily withL1 smaller thanL0.

The Cases With Larger Amount of Cutback „LeÕhÄ0.6 and
0.8…. We should note first, as we increase the amount of cutback,
Le/h, that the cavity length on the longer blades approaches that
in equal blade cascade with halved solidity (C/h51.0) of the
original (C/h52.0). The cavity length on shorter blades ap-
proaches zero. ForLe/h50.8, as we reduces/2a, the cavity
length on the longer blade exceeds 0.65L0 while the cavity
length on the shorter blade is kept less than 0.65L1. The cavity
length on the shorter blade starts to decrease when the cavity
length on the longer blade exceeds 0.65L0. ForLe/h50.6, gen-
eral behavior of the cavitation solution extending from larger
value ofs/2a is the same as forLe/h50.8, except that the cavity
length on the shorter blade exceeds 0.65L1. Unlike the cases with
Le/h50.2 and 0.4, the cavity on the shorter blade withl s
.0.65L1 does not cause the shortening of the longer cavity.
Probably this is because the shorter blade cavity is too small to
affect the longer blade cavity. Shorter blade cavity decreases in its
size once the longer blade cavity length exceeds 0.65L0. For
Le/h50.6, there exists a solution extending from smaller value of
s/2a. The shorter blade cavity length is always larger thanL1 and
starts to increase when the longer blade cavity length becomes
smaller than 0.65L0. However, this branch of solution is found to
be statically unstable in the stability analysis presented in a later
section.

The above discussion shows that the cavity development for the
cases with larger amount of cutback depends largely on the size of
the cavity on longer blades.

Thus, it was shown that all of the strange behavior of steady
cavitation development shown in Fig. 1 can be explained by the
interaction of local flow near cavity closure with the leading edge
of the adjacent blade.

Experimental Results. To confirm the validity of the present
analysis, a series of experiments are being carried out at Osaka
University by cutting back the leading edges of a four bladed
inducer. Details of the experiment will be reported in the paper
~Yoshida et al.@3#!. Figure 3~a! shows the length of cavities at the
tip, with the amount of cutback 15 deg corresponding toLe/h
50.159 at the tip atf50.06 ~design flow coefficient50.078!. A
hysteresis was observed: the results obtained with decreasings
are shown. We find a region with shorter cavity on the longer
blade, corresponding to~a! and~b! of Fig. 1. Figure 3~b! show the
results with the amount of cutback 50 deg, corresponding to
Le/h50.530 at the tip, atf50.06. The cavity development pat-
tern is quite similar to those in~c! and~d! in Fig. 1. Although we
may need to modify the value ‘‘0.65’’ to a larger value for the
case of Fig. 3~a!, the experimental results agree qualitatively with
the predictions in Fig. 1.

The performance was not affected by the cutback significantly
since both inlet and outlet blade angles were not changed by the
cutback.

Stability Analyses

Statical Stability of Steady Solutions. The statical stability
analysis is made by assuming that the disturbances have the same
phase on the groups of blades with larger and smaller chord
length. This allows the transition between two modes of steady
cavitation shown in Fig. 1~a! 2.10,s/2a,2.33, ~b! 1.84,s/2a
,2.16 and~c! 1.60,s/2a,2.28, with larger and smaller differ-
ence of the cavity lengths on longer and shorter blades. The com-
plex frequencyv is normalized by

k5kR1 jkI5

v

2p
ZNh

UT
~ZN52! (1)

where kR and kI are reduced frequency and the damping rate,
respectively. Figures 4, 5, and 6 show the reduced frequencykR
and the phase of the disturbance on 1st~shorter! blade relative to
that on 0th~longer! blade of amplifying modes withkI,0, for the
cases withLe/h50.4, 0.6 and 0.8, respectively~the results for
Le/h50.2 are shown in Figs. 4 and 5 of Part I!. The steady
solution examined is shown by the solid lines in the upper part of
each figure. We focus on the divergence mode, Mode I withkR
50. The existence of this mode shows the exponential increase of
the disturbance and that the steady solution with this mode is
statically unstable. The phase differenceu0,1 between longer and
shorter blade is either 0 or 180 deg for Mode I.u0,15180 deg
shows the disturbance transitioning to another set of steady solu-

Fig. 3 Experimental cavity length at the tip of inducer at cs
Ä0.165 „fÄ0.060…, with s decreased. „a… The amount of cut-
back 15 deg at the tip of inducer, corresponding to Le Õh
Ä0.159, „b… the amount of cutback 50 deg at the tip of inducer,
corresponding to Le ÕhÄ0.530.
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tion. Mode I is not found for the case ofLe/h50.8 shown in Fig.
6. However, another type of divergence mode is found in Fig. 9.
This will be discussed in the following section.

Various types of oscillating modes are also found. They are
numbered Modes II–V. Judging from their frequency, the modes
with the same number in Figs. 4–6 and also in Figs. 4 and 5 in
Part I correspond with each other.

The statical stability of steady solution based on the existence
of the divergence mode is shown in Fig. 1. The minimum value of
s/2a with stable solution decreases from 2.10 forLe/h50.0 to
1.60 forLe/h50.6 and then increases to 1.93 forLe/h50.8. This
shows that there exists an optimum amount of cutback to maxi-

Fig. 4 Results of statical stability analysis of steady cavitation
for the cascade with the alternate leading edge cutting with
Le ÕhÄ0.4. The original cascade is with CÕhÄ2.0 and bÄ80 deg.
It is assumed that u0,2Äu1,3Ä0 deg and unstable modes are
plotted for the steady cavitation shown by the solid lines in the
upper part of each figure. „a… Reduced frequency for the steady
cavitation corresponding to equal length cavitation, „b… phase
difference for the steady cavitation corresponding to equal
length cavitation, „c… reduced frequency for the steady cavita-
tion corresponding to alternate blade cavitation, „d… phase dif-
ference for the steady cavitation corresponding to alternate
blade cavitation.

Fig. 5 The same as in Fig. 4, for Le ÕhÄ0.6. u0,2Äu1,3Ä0 deg.
„a… Reduced frequency for the steady cavitation with smaller
difference in cavity length, „b… phase difference for the steady
cavitation with smaller difference in cavity length, „c… reduced
frequency for the steady cavitation with larger difference in
cavity length, „d… phase difference for the steady cavitation
with larger difference in cavity length.

Fig. 6 The same as in Fig. 4, for Le ÕhÄ0.8. u0,2Äu1,3Ä0 deg.
„a… Reduced frequency, „b… phase difference.

Fig. 7 Results of stability analysis of steady cavitation for the
cascade with the alternate leading edge cutting with Le Õh
Ä0.4. The original cascade is with CÕhÄ2.0 and bÄ80 deg. It is
assumed that u0,2Äu1,3Ä180 deg and unstable modes are plot-
ted for the steady cavitation shown by the solid lines in the
upper part of each figure. „a… Reduced frequency for the steady
cavitation corresponding to equal length cavitation, „b… phase
difference for the steady cavitation corresponding to equal
length cavitation, „c… reduced frequency for the steady cavita-
tion corresponding to alternate blade cavitation, „d… phase dif-
ference for the steady cavitation corresponding to alternate
blade cavitation.
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mize the stable region. However, we should note that a region of
s/2a without steady cavitation appears with intermediate amount
of cutback (Le/h50.4).

Rotating Cavitation. The stability analysis for rotating cavi-
tation was made by assuming that the phase of disturbance differs
by 180 deg on adjacent longer or shorter blades (u0,25u1,3
5180 deg) to simulate the rotating cavitation with 1 cell in four
bladed inducer. The following normalized frequency is used

k5kR1 jkI5

v

2p
ZNh

UT
~ZN54! (2)

wherekR represents the ratio of propagation velocity to the pe-

ripheral speedUT of the cascade in a frame moving with the
cascade. The direction of propagation is determined from the
value ofu0,1 (5u2,3) obtained.

The results of rotating cavitation analysis are shown in Figs. 7,
8, and 9 for the cases withLe/h50.4, 0.6 and 0.8, respectively.
The results forLe/h50.0 and 0.2 are shown in Figs. 6, 7 and
Figs. 8, 9, respectively, of Part I. The frequency is shown as the
relative propagation velocity.

Mode I represents conventional forward propagation rotating
cavitation sinceu0,1 is close to 90 deg, except for the case of
Le/h50.8 shown in Fig. 9. The propagation velocity ratio ob-
served in stationary frame is given bykR* 511kR . The rotational
speedkR andkR* of this mode decreases as the increase ofLe/h.
The maximum value ofs/2a with this mode decreases as the
increase ofLe/h, showing the stabilizing effect of leading edge
cutback. ForLe/h50.8, the frequencykR of Mode I is zero show-
ing that the steady cavitation is statically unstable. For this mode,
u0,15u0,25180 deg andu0,350 deg. This suggests the transition
to another type of ‘‘alternate blade cavitation’’ in which the cavi-
ties on two adjacent blades become longer and the next two
shorter, corresponding to the alternate blade cavitation in a cas-
cade with halved solidity of the original.

Judging from the frequency, Modes II and III correspond to
backward rotating cavitation and forward rotating cavitation in
equal blade cascades. However, the phase differenceu0,1 of these
modes is quite different from the values for equal blade cascades,
290 and 90 deg, respectively. For these cases it would be more
appropriate to consider that the cavity is ‘‘oscillating’’ rather than
‘‘propagating.’’

Conclusions
The results of the present study are summarized as follows.

1 The development of steady cavity is quite different depend-
ing on the amount of leading edge cutback. For smaller amount of
cutting, the cavity on shorter blade plays an important role for the
development, while that on longer blade is important for larger
amount of cutting. The development is explained by the interac-
tion of the flow near the cavity trailing edge with the leading edge
of the opposing blade.

2 The stability of steady cavitation was examined. The mini-
mum value ofs/2a with stable cavitation decreases as the in-
crease of the amount of cutting. However, a region ofs/2a with-
out steady cavitation solution appears with moderate amount of
cutting.

3 The region of conventional rotating cavitation onset and its
rotational frequency decreases as the increase of the amount of
cutting.

4 With a larger amount of cutting (Le/h50.8), the steady cav-
ity on longer blade approaches that in equal blade cascade with
halved solidity. The steady cavity becomes unstable in a mode
shifting to an alternate blade cavitation in a cascade with halved
solidity.
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Nomenclature

C 5 chord length
h 5 pitch

h0 5 pitch of the cascade with the solidity 2.0

Fig. 8 The same as in Fig. 7, for Le ÕhÄ0.6. u0,2Äu1,3
Ä180 deg. „a… Reduced frequency for the steady cavitation with
smaller difference in cavity length, „b… phase difference for the
steady cavitation with smaller difference in cavity length, „c…
reduced frequency for the steady cavitation with larger differ-
ence in cavity length, „d… phase difference for the steady cavi-
tation with larger difference in cavity length.

Fig. 9 The same as in Fig. 7, for Le ÕhÄ0.8. u0,2Äu1,3
Ä180 deg „a… Reduced frequency, „b… phase difference.
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k 5 complex propagation velocity ratio in a frame mov-
ing with a cascade,

kR1 jkI5

v
2p ZNh

UT
kR 5 propagation velocity ratio in a frame moving with a

cascade
kI 5 decay ratio

L0,L1 5 distance between the leading edges of adjacent
blades, see Fig. 1

Le 5 amount of cutback of leading edge
l 5 cavity length

pin 5 inlet static pressure
p2L 5 pressure atx52L2Len
pout 5 outlet static pressure
pv 5 vapor pressure
U 5 upstream mean velocity

UT 5 peripheral velocity~moving speed! of cascade,
U sin(a1b)

ZN 5 number of blade
a 5 angle of attack
b 5 stagger

um,n 5 phase of disturbances onnth blade relative tomth
blade

s 5 cavitation number, (p2Ls2pv)/~1
2rU2)

v 5 complex angular frequency,vR1 j v I
vR 5 angular frequency
v I 5 decay ratio
cs 5 static pressure coefficient, (pout2pin)/(rUT

2)

Superscript

; 5 unsteady component

Subscript

n 5 blade index
s 5 steady component
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Stability Analysis of
One-Dimensional Steady
Cavitating Nozzle Flows With
Bubble Size Distribution
A continuum bubbly mixture model coupled to the Rayleigh-Plesset equation for the
bubble dynamics is employed to study one-dimensional steady bubbly cavitating flows
through a converging-diverging nozzle. A distribution of nuclei sizes is specified upstream
of the nozzle, and the upstream cavitation number and nozzle contraction are chosen so
that cavitation occurs in the flow. The computational results show very strong interactions
between cavitating bubbles and the flow. The bubble size distribution may have significant
effects on the flow; it is shown that it reduces the level of fluctuations and therefore
reduces the ‘‘cavitation loss’’ compared to a monodisperse distribution. Another inter-
esting interaction effect is that flashing instability occurs as the flow reaches a critical
state downstream of the nozzle. A stability analysis is proposed to predict the critical flow
variables. Excellent agreement is obtained between the analytical and numerical results
for flows of both equal bubble size and multiple bubble sizes.@S0098-2202~00!00702-1#

Introduction
As cavitation occurs in a bubbly flow, the growth and violent

collapse of bubbles may affect the flow field in a significant way.
The extent of influence increases with the increase in the density
of cavitation events. Consequently, a whole new set of phenom-
ena may be manifest due to the strong interactions between cavi-
tating bubbles and the flow. A recent example of this interaction is
demonstrated in the work of Wang and Brennen@1#. They used a
continuum bubbly mixture model coupled to the Rayleigh-Plesset
equation in order to connect the local fluid pressure with the local
bubble size. They investigated the quasi one-dimensional steady
flows through a converging-diverging nozzle. Their results show
that nonlinear bubble dynamics strongly affect the mean flow
even for very small bubble populations. The phenomenon of
flashing instability was demonstrated in their solutions; the flow
became quasi-statically unstable and flashed to vapor if the radius
of the cavitating bubble was greater than a critical value,Rc .
Using a simple equilibrium analysis in a straight duct, Wang and
Brennen showed thatRc'Rs(s/2as)

1/3, wheres is the cavitation
number,as is the upstream void fraction, andRs is the radius of
upstream nuclei which were assumed monodisperse. The above
expression forRc resulted in over-estimates of 5 percent and 14
percent in the critical fluid velocity and in the critical void frac-
tion, respectively, compared with their numerical solutions.

In this paper, we begin by performing a numerical computation
to investigate the effect of an upstream nuclei distribution on
steady cavitating nozzle flows. It is well acknowledged that the
size distribution of the freestream microbubbles can significantly
affect cavitation ~see, for example, Ceccio and Brennen@2#,
Tanger et al.@3#, Gindroz et al.@4#!. One of the purposes of the
present work is to determine the effect of bubble size distribution
on the mean flow. The bubbly flow model employed here is the
same as Wang and Brennen@1# except for the inclusion of effects
of multiple bubble sizes. For steady flows, the system of field
equations is in the form of an initial value problem. The presence
of bubbles of multiple sizes results in a large number of coupled

ordinary differential equations. Theoretically, if the nuclei have a
continuous size spectrum, an infinite dimensional system is
formed. In the present work we only consider a finite number of
bubble sizes. Results obtained show that steady-state flow solu-
tions can only exist for very small bubble populations. For a fixed
cavitation number and degree of decompression, the flow flashes
to vapor as the upstream void fraction is increased beyond a spe-
cific value. This is similar to the previous results of Wang and
Brennen@1# except that the domain of upstream void fraction for
which steady-state solution exists is about three times larger than
for the case of monodisperse bubbles.

In order to predict the critical values of flow variables at which
the flashing instability occurs, a method of stability analysis is
proposed. Excellent agreement is obtained between the analytical
and the numerical results for flows of both equal bubble size and
multiple bubble sizes.

Model Equations for Steady Nozzle Flows With Nuclei
Size Distribution

Referring to Fig. 1, a bubbly mixture, composed of an incom-
pressible liquid and a large number of dispersed microbubbles,
flows through a converging-diverging nozzle of lengthL and cross
sectionA. The flow direction is in the positivex direction and the
inlet of the nozzle is located atx50. The flow is treated as quasi
one-dimensional, that is, the local size distribution of the upstream
nuclei is assumed to be uniform over the cross section of the duct
and the cross-sectional area of the nozzle is sufficiently gradual.
Boundary layer effects and possible separation downstream of the
contraction are not considered. However, viscous and other en-
ergy dissipation effects are included in the bubble dynamics. A
consideration of the boundary layer would, for example, be
needed in order to compute the drag on the nozzle, but we are
primarily interested here in the interaction of bubbles with the
primary core of inviscid flow. We also note that under certain
circumstances separation could be expected to occur in the di-
verging part of the nozzle; we assume here a perfect recovery
~aside from dissipation associated with the bubble dynamics!.
Practically, the present cross-sectional area of the nozzle,A(x),
can be viewed as an effective area of the inviscid core.

The upstream nuclei size distribution is represented by a num-
ber density distribution function,x(Rs). Therefore, the number of

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
April 12, 1999; revised manuscript received December 20, 1999. Associate Techni-
cal Editor: J. K. Eaton.

Copyright © 2000 by ASMEJournal of Fluids Engineering JUNE 2000, Vol. 122 Õ 425

Downloaded 03 Jun 2010 to 171.66.16.148. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



bubbles per unit liquid volume with equilibrium size betweenRs
andRs1dRs is x(Rs)dRs and the local gas void fraction is given
by

a~x!5

E
Rs MIN

Rs MAX

t~x;Rs!x~Rs!dRs

11E
Rs MIN

Rs MAX

t~x;Rs!x~Rs!dRs

(1)

whereRs MIN andRs MAX are the minimum and maximum radii of
upstream nuclei andt(x;Rs) is the volume of the individual
bubble with upstream equilibrium radius ofRs . Several research-
ers have measured the number density distribution functions of
freestream nuclei in different water tunnels~see, for example,
Peterson et al.@5#, Gates and Bacon@6#, Katz @7# and in the ocean
~O’Hern et al.@8#!. The sizes of nuclei typically range from 10
mm to 200mm with a distribution approximately fit by

x~Rs!5N/Rs
4 (2)

The value ofN is related to the degree of air content and can be
obtained here by matching the prescribed value of the upstream
void fraction,as , by substituting~2! into ~1!:

N5
3as

4p~12as!ln~Rs MAX /Rs MIN !
(3)

The equations of motion for analyzing the dispersed bubbly
flow shown in Fig. 1 are based on van Wijngaarden’s continuum
bubbly mixture model~van Wijngaarden@9#, see also, Biesheuvel
and van Wijngaarden@10#!. The principal assumptions of the
model and their justification are briefly described here; the origi-
nal references should be consulted for more detailed discussion of
the derivation.

The bubbles are assumed to be spherical and have dimensions
much smaller than the characteristic length of the fluid motion.
Furthermore, bubbles do not break up under the influence of a
viscous drag or a pressure gradient. In the present problem, these
assumptions are justified as long as the size parameterR/L is
small, the translational motion of bubbles relative to the liquid can
be neglected, and surface tension is sufficiently large to keep the
bubbles approximately spherical. For a bubbly flow in a
converging-diverging nozzle, the relative velocity between phases
increases along the converging section and subsequently de-
creases, as shown by the experiments of Muir and Eichhorn@11#.
van Wijngaarden@9# explained this phenomenon by the behavior
of Kelvin impulse. Qualitative estimation of the magnitude of the
relative motion can be made usingR/L ~see Brennen@12#, Section
5.11, for details!. In the present simulation, the maximum value of
the size parameter in the converging section of the nozzle is less
than 0.1. Consequently, the relative motion is in a quasi-static
regime and is negligible. Physically, this corresponds to a situa-

tion that the available time for a bubble to adjust its velocity in an
accelerating flow is much larger than the typical time required for
it to reach its terminal velocity.

Another major assumption of the bubbly mixture model is that
the volume concentration of the bubbles is low. This assumption
enables one to include the effects of bubble volume change on the
flow using a bubble dynamic model, such as the Rayleigh-Plesset
equation~see, for example, Biesheuvel and van Wijngaarden@10#,
Zhang and Prosperetti@13#, for a mathematically rigorous deriva-
tion!. The condition of low void fraction is also related to the
assumptions that the bubbles retain their spherical shape and do
not coalesce. Ishii and Mishima@14# showed that, for void frac-
tion greater than 0.3, spherical bubbles must distort, agglomera-
tion begins to occur after bubbles begin to touch and, finally,
bubble fusion leads to a transition of the bubbly flow to a bubbly-
slug regime. Results of the present computation show that this
limit of void fraction is still met as the flow downstream of the
nozzle becomes neutrally unstable.

These assumptions lead to the continuity and momentum equa-
tions of the one-dimensional steady bubbly duct flow with a con-
stant mass flow rate:

~12a!uA5~12as!5constant (4)

u
du

dx
52

1

2~12a!

dCP

dx
(5)

For convenience, we have defined the normalized cross-sectional
area of the nozzle asA(x)5A* /As* . All quantities with super-
script * represent dimensional values and the subscripts denotes
the upstream quantities. All other variables are nondimensional-
ized by the minimum upstream bubble radius,Rs MIN* , the up-
stream flow velocity,us* , and the liquid density,rL* . The local
void fraction,a(x), is related to the local bubble radius,R(x), by
Eq. ~1!, u(x) is the fluid velocity, CP(x)5(p* (x)

2ps* )/1/2rL* us*
2

is the fluid pressure coefficient,p* (x) is the
fluid pressure andps* is the upstream pressure. Note that the non-
dimensional mixture density has been approximated byr'(1
2a) in ~4! and ~5! since the liquid density is very much larger
than the vapor density. Finally, the Rayleigh-Plesset equation
Plesset and Prosperetti@15#! relates the local fluid pressure coef-
ficient, CP(x), and the local bubble radius,R(x;Rs):

RS u2
d2R

dx2 1u
du

dx

dR

dxD1
3u2

2 S dR

dxD 2

1
4

Re

u

R

dR

dx

1
2

We Rs
FRs

R
2S Rs

R D 3kG1
s

2 F12S Rs

R D 3kG1
1

2
CP50

(6)

where We5rL* us*
2
Rs MIN* /S* is the Weber number,S* is the sur-

face tension,s5(ps* 2pV* )/1/2rL* us*
2

is the cavitation number
and pV* is the partial pressure of vapor inside the bubble. The
partial pressure of noncondensable gas does not appear explicitly
in ~6! because the upstream equilibrium condition has been em-
ployed to eliminate this quantity. Equation~6! neglects the mass
transfer between phases and assumes that the noncondensable gas
inside the bubbles behaves polytropically with an indexk ~k51
for constant bubble temperature andk5g, the ratio of specific
heats of the gas, for adiabatic bubbles!. Note that the term con-
taining the Reynolds number, Re5rL*us*Rs MIN* /mE* , accounts for
dissipation effects caused by relative radial motion between the
bubbles and the fluid. Here we have used an effective viscosity,
mE* ~a function of equilibrium bubble radius,Rs!, to incorporate
the various bubble-damping mechanisms, namely acoustic, ther-
mal, and viscous damping, described by Chapman and Plesset
@16#. This assumption appears to be valid in the limit of low
frequency bubble oscillations, where the combined effect of the

Fig. 1 Notation for bubbly liquid flow in a converging-
diverging nozzle
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various damping mechanisms is to decrease the number and mag-
nitude of rebounds after an initial collapse~Colonius et al.@17#!.
In the present steady flow, low frequency corresponds to a gradual
throat contraction compared to a characteristic wavelength of the
bubble oscillations.

Equations~4!, ~5! and ~6! represent a coupled system which
incorporates the interactive effects that the cavitating bubbles
have on themselves and on the pressure and velocity of the fluid
flow. Specifically, response~volumetric change! of the bubbles to
the pressure in the surrounding liquid~as represented by~6!! re-
sults in a global accelerating velocity field~through~4!!. Associ-
ated with this velocity field is a pressure gradient~Eq. ~5!!, which
in turn determines the pressure encountered by each individual
bubble in the mixture. Equation~6! neglects the local pressure
perturbations experienced by one bubble due to the growth or
collapse of a neighbor. d’Agostino and Brennen@18# showed that
such local effects can usually be neglected compared to the global
effects of bubble/flow interactions.

It must be emphasized that Eq.~6! is actually a system of or-
dinary differential equations in whichR(x;Rs) is the radius of
bubbles with equilibrium size,Rs , and RsP@Rs MIN ,Rs MAX #.
Therefore, if the liquid contains a continuous spectrum of nuclei
size distribution, the above governing equations form an infinite
dimensional system. Numerically we can only deal with finite
number of sizes. In the present computation,n5100 intervals are
used to discretize the range of@Rs MIN ,Rs MAX #. ~Parenthetically it
is found that the numerical solutions for a largern ~say,n5200!
are very close to the present results, which suggests convergence
to the continuous case ifn is large enough.!

The cross-sectional area of nozzle,A(x), is given by

A~x!5H H 12
1
2 CP MINF12cosS 2px

L D G J 21/2

; 0<x<L

1; x,0 andx.L

(7)

which was used by Wang and Brennen@1# and will produce a
simple sinusoidal decompression in the case of pure liquid flow
with the minimum pressure coefficient,CP MIN , located at the
nozzle throat.

In the present model the only energy dissipation is from bubble-
damping. Multiplying Eq.~6! by 8puR2dR/dx and integrating
over the nuclei size spectrum, one can obtain the energy equation
of the flow:

de

dx
5232puE

Rs MIN

Rs MAX R

ReS dR

dxD 2

xdRs (8)

in which

e5u21
CP

r
14pE

Rs MIN

Rs MAX H R3S u
dR

dxD 2

1
sR3

3 F11
1

k21 S Rs

R D 3kG
1

2R2

We F11
2

3~k21! S Rs

R D 3k21G J xdRs (9)

is the normalized energy density of the fluid. It is clear thate
decreases along the flow direction due to effects of bubble-
damping.

Numerical Results
Equations~1!–~9! are integrated using a fourth-order Runge-

Kutta scheme with adaptive stepsize control. The stepsize is set as
one initially and is automatically adjusted over the integration
progress to ensure the maximum fractional change of bubble ra-
dius in the flow not exceeding 5 percent in each step. This is
essential for marching through a violent bubble collapse. The
minimum bubble radius at the final stage of collapse can be sev-
eral orders of magnitude smaller than the equilibrium radius, but,
is prevented from reaching zero due to the gas content in the
bubbles.

The following upstream flow conditions are chosen for illustra-
tion: a fluid, composed water at 20°C~rL* 51000 kg/m3, S*
50.073 N/m! and air bubbles (k51.4) of equilibrium radii be-
tween 10 and 200mm, flows with us* 510 m/s through a nozzle
with profile given by Eq.~7!; the nondimensional length of the
nozzle is L5900. The minimum pressure coefficient,CP MIN ,
for the pure liquid flow is chosen as21. The upstream cavita-
tion number,s, is set at 0.85, smaller than2CP MIN so that cavi-
tation will occur in the flow. Values of the effective liquid viscos-
ity, mE* , for bubbles with different equilibrium sizes were ob-
tained using the data taken from Chapman and Plesset@16# to
incorporate the various bubble-damping mechanisms. As a result,
the Reynolds number in the system of the Rayleigh-Plesset equa-
tions ranges between 2.2 and 16.6. The Weber number has the
value of 13.84. Four different upstream void fractions,as , are
used in the computation and the results are shown in Figs. 2–5.
Results of single bubble size (Rs* 510mm) are also included for
comparison.

As explored by Wang and Brennen@1#, stable solutions can
only exist for a limited range of the upstream void fraction,as .
As as increases to a specific value,ab , the flow downstream of
the nozzle reaches a critical state~represented by a subscriptc!
and flashing instability occurs. The flow quickly flashes to vapor

Fig. 2 The fluid velocity distribution as a function of the nor-
malized position in the flow for four different upstream void
fractions. Equilibrium sizes of the upstream nuclei are in the
range of †Rs MIN* ,Rs MAX* ‡Ä†10,200‡ mm and Rs*Ä10 mm for the
case of single bubble size. Labels of asÄab

À and asÄab
¿ cor-

respond to as just below and above the value of abÉ17.86
Ã10À6. The various parameters are LÄ900, sÄ0.85, CP MINÄ
À1.0. The critical fluid velocity which activates the flashing in-
stability is labeled as u c .

Fig. 3 The fluid pressure coefficient corresponding to Fig. 2
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due to the Bernoulli effect. In this circumstance, the growth of
bubbles increases the fluid velocity through mass conservation of
the flow. The velocity increase then causes the pressure to de-
crease according to momentum equation. The decrease of the
pressure is fed back to the Rayleigh-Plesset equation and results in
further bubble growth. It should be noted that, mathematically,
this implies no steady-state flow solution exists since the present
flow model is only valid for small void fractions. Unsteady calcu-
lations must be exercised for further investigation.

It is clear that the downstream fluctuation, which has a very
large amplitude for the case of single bubble size, is greatly re-
duced by the size distribution effects. Unlike monodisperse
bubbles, bubbles of different sizes have different downstream os-
cillating periods.~This periodicity is the ‘‘ringing’’ phenomenon
described by Wang and Brennen,@1#.! In other words, they do not
oscillate in phase. These out-of-phase oscillations significantly
suppress the global fluctuation in the flow. This multiple size ef-
fect has two important consequences:~1! much larger upstream
void fraction is allowed before flashing occurs.~In the present
computationab'17.8631026 is about three times larger than
that of single bubble size.! ~2! the fluid pressure~as shown in Fig.
3! returns to a larger value downstream and therefore represents a
smaller ‘‘cavitation loss.’’ The second consequence is more clear
by integrating Eq.~8! to obtain the distribution of fluid energy
density along the flow, as shown in Fig. 5. The stepwise cavitation
loss in each collapse and rebound of bubbles can be seen very
clearly in the case of single bubble size.

Stability Analysis
In this section, an analytical model is proposed to predict the

critical state of flow at which flashing instability occurs. Consider
now a bubbly flow with single size of nuclei. Substituting Eq.~4!
into ~5! and integrating alongx we obtain

CP~x!522~12as!F f ~x!

A2~x!
211E

0

x A8~x!

A3~x!
f ~x!dxG (10)

whereA85dA/dx and f (x)5(12as)/(12a(x)) is the recipro-
cal of the normalized mixture density. The local bubble void frac-
tion, a(x), is related to the bubble radius,R(x), by

~12a!21511asR
3/~12as! (11)

Now let x5xc be a position at which the the flow is in a neutrally
unstable state. As shown in Wang and Brennen@1#, xc is located
downstream of the nozzle~theoretically,xc→`! and all deriva-
tives of R vanish atxc . Substituting Eq.~10! into the Rayleigh-
Plesset equation and doing simple algebra, we obtain an equation
for the critical bubble radius,Rc , corresponding tox5xc :

2

We
~Rc

212Rc
23k!1

s

2
~12Rc

23k!2as~12as!~Rc
321!

2~12as!E
0

L A8~x!

A3~x!
f ~x!dx50 (12)

in which xc.L and A(xc)51 have been taken. Note that the
expression ofRc obtained by Wang and Brennen@1# comes di-
rectly from Eq. ~12! after dropping the last term and all of the
higher order terms~sinceRc@1!. The integration term in Eq.~12!
shows that the critical bubble radius depends on the flow in the
nozzle which, however, is unknown. The key point in the present
method is to approximatef (x) in a reasonable way.

It is found from the numerical solutions that no matter what
configuration the nozzle has, as the flashing instability starts, the
function, f (x), for 0<x<xc , can be approximated very well by
an error function:

f ~x!5~ f m21!erfFAp f 8~xm!

s~ f m21!
~x2xm!G1 f m (13)

where, as shown in Fig. 6,f m5(11 f c)/2, is the average of
f (0)51 and f c , the critical value off at xc , xm is the position
corresponding tof m , and f m8 is the slope atxm which has an
expression of

f m8 5~12as!
d

dx F11
asR

3

12as
GU

x5xm

53asRm
2 Rm8 (14)

Fig. 4 The void fraction distribution corresponding to Fig. 2

Fig. 5 The fluid energy density distribution corresponding to
Fig. 2 Fig. 6 Schematic of f „x …Ä„1Àas…Õ„1Àa„x ……, for 0 ÏxÏx c
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in which Rm andRm8 are the bubble radius and the bubble growth
rate atxm , respectively. The relation betweenf m andRc can be
easily found using Eq.~11!:

f m5
1

2 S 11
12as

12ac
D'110.5asRc

3 (15)

and this also leads toRm'0.51/3Rc . The bubble growth rate,Rm8 ,
can be estimated as follows. Referring to Fig. 7, consider the
typical growth of a cavitation bubble through a low-pressure re-
gion. As the bubble passes the positionx1 , at which the pressure
coefficient is equal to2s, it experiences a pressure lower than the
vapor pressure,pV* , and, therefore, starts to cavitate. The bubble
grows explosively and quickly reaches an asymptotic growth rate,
R MAX8 , which is given approximately by

RMAX8 5@~2CP MIN2s!/3#1/2/uMAX (16)

whereu MAX is the corresponding flow velocity toR MAX8 and the
value of 2CP MIN2s represents the intensity of tension to the
bubble. Equation~16! is obtained simply by integrating~after
dropping the viscous term! the Rayleigh-Plesset equation withCP
replaced byCP MIN anduMAX is to be taken as the throat velocity
in the pure liquid flow. After passingx2 , the recovering pressure
is higher than the vapor pressure and causes the decrease in
dR/dx. Eventually the bubble growth rate goes to zero and the
maximum bubble size occurs. To estimateRm8 , it is now assumed
that the bubble growth rate decreases linearly fromRMAX8 to 0 for
x2,x,xc , i.e.,

Rm8 5RMAX8 S 12
xm2x2

xc2x2
D (17)

Finally, Eq. ~12! can be written as

as~12as!H 110.5E
0

L

erfFA3p~2CP MIN2s!~xc2xm!

22/3uMAXRc~xc2x2!

3~x2xm!G A8~x!

A3~x!
dxJ Rc

42
s

2
Rc2

2

We
50 (18)

in which all higher order terms have been neglected. The critical
bubble radius,Rc , can be calculated by iterating the nonlinear
equation~18!. A Levenberg-Marquardt method~see, for example,
Dennis and Schnabel@19#! is used to determineRc andxm simul-
taneously subjected the convergence condition,f (xc)511asRc

3,
with xc as large as possible.

To test the veracity of the analytical model we compare the
critical flow variables found from Eq.~18! with the numerical
results of Wang and Brennen@1# ~from which uc51.341, ac

50.254, andRc548.220.! After substituting their basic param-
eters~CP MIN521.0, s50.8, L5500, as'331026, We5137!
into Eq. ~18!, the critical bubble radius is found asRc548.110
~with xm51.63(L/2! and xc52.85(L/2)! from which uc51.339
and ac50.253 are obtained. The difference between the predic-
tion and the numerical results is within 0.4 percent. This good
agreement serves to validate the prediction criterion.

For the case of multiple bubble sizes, Eq.~10! still holds. The
function, f (x), now has the form of

f ~x!5
12as

12a~x!
5~12as!F11

4p

3 E
Rs MIN

Rs MAX

R3~x;Rs!x~Rs!dRsG
(19)

It is found in the present work that, as the flow becomes neutrally
unstable, the bubble size distribution has very minor effects on the
flow. A reason for this can be seen in Fig. 8 in which the bubble
radius distribution for nuclei of three selected sizes is shown. It is
clear that the flashing process is triggered by bubbles of a specific
size and is thus very similar to the flow of single bubble size. This
is further illustrated in Fig. 9 which shows distribution off (x)
obtained from the analytic expression~Eq. ~13!! and three numeri-
cal solutions, one of multiple bubble sizes and two of single size
~Rs* 510mm and 200mm, respectively!. The difference is minor.

Therefore, we can now predict the critical flow variables for the
present example of multiple bubble sizes using the single size

Fig. 7 Schematic of bubble growth through a low-pressure
region

Fig. 8 Stable and unstable radius distributions for bubbles of
three selected equilibrium sizes. Same parameters as Fig. 2
with asÄab

À
„solid line … and asÄab

¿
„dashed line ….

Fig. 9 Comparison of three numerically calculated f „x … and
that given by Eq. „13…. Same parameters as Fig. 2.
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model. Following the procedures described above, results ofuc
51.363, CPc520.856, ac50.267 ~with xm51.62(L/2) and xc
52.50(L/2)! are obtained. The prediction is also accurate~within
0.8 percent! in comparison with the numerical results~shown in
Figs. 2–4!.

Concluding Remarks
Numerical solutions for one-dimensional steady cavitating

nozzle flows with bubble size distribution have been presented. It
is shown that, for a fixed cavitation number and throat pressure
coefficient, stable solutions can only exist for a limited range of
the upstream void fraction. Very strong interactions between cavi-
tating bubbles and the flow are found. The interaction effects are
revealed in two aspects:~1! For quasi-statically stable flows, the
growth and collapse of cavitation bubbles produce mean flow
fluctuation downstream of the nozzle. However, the fluctuation is
greatly suppressed by the presence of multiple bubble sizes and,
therefore, results in a reduction of cavitation loss;~2! flashing
instability occurs downstream of the nozzle as the flow reaches a
critical state. In this circumstance, the effects of bubble size dis-
tribution are minor and the flow becomes unstable due to the
unbound growth of bubbles of a specific size.

An analytical model based on the characteristics of growth of a
cavitation bubble is proposed to predict the critical flow variables.
Excellent agreement is obtained between the analytic and compu-
tational results for flows of both equal bubble size and multiple
bubble sizes. It remains to be determined whether the flashing
instability leads to the unsteady, oscillatory cavitating flows which
are observed in practice.
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Nomenclature

A 5 normalized cross-sectional area of nozzle
CP 5 fluid pressure coefficient

CP MIN 5 minimum pressure coefficient for pure liquid flow
L 5 dimensionless length of the nozzle
N 5 proportional constant in the expression of nuclei

number density distribution function
R 5 nondimensional bubble radius

Re 5 Reynolds number,rL* us* Rs MIN* /mE*
Rs 5 nondimensional upstream bubble radius

RMAX8 5 asymptotic bubble growth rate
Rs MAX* 5 maximum upstream bubble radius
Rs MIN* 5 minimum upstream bubble radius

S* 5 surface tension of the liquid
We 5 Weber number,rL* us*

2Rs MIN* /S*
e 5 normalized fluid energy density
f 5 reciprocal of the normalized volumetric fraction of

the liquid phase
k 5 polytropic index for the gas inside the bubbles

p* 5 fluid pressure
ps* 5 upstream pressure
pV* 5 vapor pressure

u 5 nondimensional fluid velocity
u MAX 5 nondimensional fluid velocity corresponding toRMAX8

us* 5 upstream fluid velocity
x 5 dimensionless coordinate

a 5 void fraction of the bubbly fluid
ab 5 upstream void fraction at which flashing instability

occurs
x 5 nuclei number density distribution function
g 5 ratio of specific heats of the gas inside the bubbles

mE* 5 effective dynamic viscosity of the liquid
r 5 dimensionless fluid density

rL* 5 density of the liquid
s 5 cavitation number, (ps* 2pV* )/ 1

2 rL* us*
2

t 5 nondimensional bubble volume

Subscripts

c 5 critical variables as flashing instability occurs
s 5 upstream quantity

Superscripts

* 5 dimensional quantity
8 5 derivative with respect tox
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An experimental study was conducted in a two-dimensional linear
cascade, focusing on the suction surface of a low pressure turbine
blade. Flow Reynolds numbers, based on exit velocity and suction
length, have been varied from 50,000 to 300,000. The freestream
turbulence intensity was varied from 1.1 to 8.1 percent. Separa-
tion was observed at all test Reynolds numbers. Increasing the
flow Reynolds number, without changing freestream turbulence,
resulted in a rearward movement of the onset of separation and
shrinkage of the separation zone. Increasing the freestream tur-
bulence intensity, without changing Reynolds number, resulted in
shrinkage of the separation region on the suction surface. The
influences on the blade’s wake from altering freestream turbu-
lence and Reynolds number are also documented. It is shown that
width of the wake and velocity defect rise with a decrease in either
turbulence level or chord Reynolds number.
@S0098-2202~00!00202-9#

Introduction
For low-pressure turbines at low Reynolds numbers, the lami-

nar boundary layer in the aft portion of the suction surface can be
susceptible to large unsteady flow separation. This results in a
degradation of overall turbine engine performance~Sharma et al.
@1#!. For this reason, low-pressure turbine aerodynamics has re-
ceived an increased level of attention recently. Research con-
ducted by Baughn et al.@2#, Qui and Simon@3#, and Bons et al.

@4# have shown that profile losses increase as the Reynolds num-
ber decrease due to flow separation on the suction surface.

An experimental study was conducted in a two-dimensional
linear cascade with low-pressure turbine blades. Flow Reynolds
numbers, based on exit velocity and suction surface length, were
varied from 50,000 to 200,000. Freestream turbulence was varied
from 1.1 to 8.1 percent. Parts of the results in this report were
presented in Murawski et al.@5#. The results are revisited and
updated, focusing on Reynolds number and turbulence level ef-
fects on a low-pressure turbine airfoil and documenting the effect
of these influences on the airfoil wake.

Experimental Apparatus. Figure 1 shows a schematic of the
test apparatus. A centrifugal blower, controlled by a variable
speed motor controller, pulls air through the apparatus. The inlet
freestream turbulence intensity can be elevated by a passive tur-
bulence grid located 1.45 m upstream of the cascade row. The
grid is a wooden square mesh of 13 mm square bars with a 25.4
mm center-to-center spacing.

The cascade contains four low-pressure turbine blades with an
axial chord length of 10.36 cm and a span-to-chord length aspect
ratio of 1.1. The suction surface length is 15.24 cm. The pitch-to-
chord ratio~solidity! is 0.88 and the flow is turned through 95 deg.

Instantaneous local velocities were acquired using a single ele-
ment, hot-film probe. Mean upstream velocity and total pressure
measurements were acquired with a pitot-static probe. Surface
static pressures were measured using static pressure ports located
at midspan on the surface of one blade.

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERS. Manuscript received by the Fluids Engineering Division
March 3, 1999; revised manuscript received December 20, 1999. Associate Techni-
cal Editor: P. E. Raad. Fig. 1 Test apparatus schematic
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The experimental uncertainties were established using the
method of Kline and McClintock@6#. The uncertainty of the ve-
locity measurements from the pressure transducers and the single
wire, hot-film probe was less than 2 percent. The maximum un-
certainty in the pressure coefficient measurement was less than 4
percent.

Results

Inlet Profile. An inlet profile survey was performed by mea-
suring velocities using a single hot-film probe located one blade
chord upstream of the leading edges at mid-tunnel height. Without
a turbulence generation grid, the inlet flow turbulence intensity
was 1.1 percent. The passive turbulence grid created an inlet
freestream turbulence level of 8.1 percent. The inlet axial flow
velocity was uniform to within 7.5 percent with and without the
turbulence grid.

Surface Static Pressure Results. Surface static pressure sur-
veys for the suction surface of the turbine blade with freestream
turbulence levels of 1.1 percent and 8.1 percent are presented in
Fig. 2 in terms of a pressure coefficient defined by:

Cp5
~PT in2PSi!

1

2
rUexit

2

(1)

Along the suction side surface, from 0 to 50 percent of axial
chord, the boundary layer remains attached for all Reynolds num-

bers. Over the last 50 percent of the suction side surface the
boundary layer is affected by changes in Reynolds number and
freestream turbulence intensity.

The pressure coefficient profiles of Fig. 2 contain a terrace~flat
zone! in this region. Gaster@7# explained that the terrace is created
by the initial portion of the separation bubble composed of a lami-
nar shear layer and a dead air region. The shear layer then begins
to interact with the separation bubble. A region of turbulent mix-
ing occurs which may result in boundary layer reattachment. At
the end of the dead air zone the magnitude of the velocity will
increase near the wall. The initiation of transition appears as a
region on the pressure coefficient curve that quickly falls off after
the flat zone.

A separation zone is present in the pressure coefficient profiles
for all Reynolds numbers. Increasing the Reynolds number results
in a smaller terrace, which indicates a reduced size of the separa-
tion zone. Increasing both Reynolds number and freestream tur-
bulence results in a smaller separation zone. The exact location of
separation, transition, and reattachment are not precisely ascer-
tained from surface static pressure surveys. However, the trends
of Fig. 2 are consistent with and add value to the observations in
the following sections.

Wakes. Changes in the size, length, and location of the sepa-
ration zones on the turbine blade influence the size and strength of
the wake. Each point on Fig. 3 represents a local instantaneous
velocity recorded while a hot film probe was traversed parallel to
and 2.54 cm behind the plane of the trailing edges of the cascade

Fig. 2 Surface static pressure survey

Fig. 3 Instantaneous velocity wake survey: „a… ReÄ100 k,TuÄ1.1 percent, „b… ReÄ200 k,TuÄ8.1 percent,

Fig. 4 Wake velocity survey for the average velocity and tur-
bulence intensity
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turbine blade. Figure 3 shows that the wake dramatically de-
creases in size when the Reynolds number is increased from
100,000 to 200,000 and the freestream turbulence increases from
1.1 percent to 8.1 percent.

Figure 4 provides spatial averages of the instantaneous velocity
surveys in the wake of the turbine blade wake. Spatial averages of
velocity and turbulence intensity were calculated by averaging
every 100 data points. The largest velocity defect and largest spa-
tial turbulence intensity occurs when the freestream turbulence is
1.1 percent. At the lower Reynolds numbers, the thicker boundary
layer, caused by flow separation at the rear of the suction surface,
creates a larger local pressure drop, and more mixing occurs in the
shear layer between the detached boundary layer and the
freestream. This creates a larger wake and thus increased profile
loss from the blade. As the Reynolds number is increased, with a
freestream turbulence level of 1.1 percent, the level of fluctuation
is diminished, while the width of the wake is almost constant.

Increasing the freestream turbulence level to 8.1 percent has a
profound effect on the separation region on the suction side of the
turbine blades in this cascade configuration. In each case, when
the Reynolds number was kept constant and the freestream turbu-
lence level was increased, the magnitude of the velocity deficit
and the width of the wake decreased. The increase in freestream
turbulence level diminishes the size of the separation region re-
sulting in lower profile losses. In Fig. 4, when the freestream
turbulence is held constant at 8.1 percent and the Reynolds num-
ber is increased, the velocity deficit and wake width decrease
because the size of the separation zone is decreasing.

Conclusions
The effect of Reynolds number and freestream turbulence in-

tensity on a low-pressure turbine cascade blade has been investi-
gated in this work. The condition of the blade’s boundary layer
was the leading factor in the level of losses recorded in the wake.
The losses from the blade decreased as the Reynolds number and
freestream turbulence were increased.

At low levels of freestream turbulence, increasing the Reynolds
number reduced the velocity deficit in the wakes, but did not
reduce the width of the wake, resulting in only a minimal reduc-
tion of the profile losses.

For cases of freestream turbulence intensity of 8.1 percent, as
Reynolds number increased, the suction side boundary layer
changed dramatically. With increasing Reynolds number, the
separation zone became smaller, reducing the velocity defect and
decreasing the wake width, resulting in a substantial reduction in
the blade’s profile losses.
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Nomenclature

Cp 5 local pressure coefficient
PSi 5 static pressure along the blade surface

PT in 5 total pressure at inlet to blade set
Tu 5 freestream turbulence intensity (urms8 /ūlocal)

Uexit 5 velocity at the exit of the blade set
ūrms8 5 root mean square of the fluctuating component of

streamwise velocity
ūlocal 5 local mean streamwise velocity

r 5 density

References
@1# Sharma, O. P., Ni, R. H., and Tanrikut, S., 1994, ‘‘Unsteady Flows in

Turbines-Impact on Design Procedure,’’ AGARD-LS-195, Paper No. 5.
@2# Baughn, J. W., Butler, R. J., Byerley, A. R., and Rivir, R. B., 1995, ‘‘An

Experimental Investigation of Heat Transfer, Transition and Separation on
Turbine Blades at Low Reynolds Number and High Turbulence Intensity,’’
ASME Paper No. 95-WA/HT-25.

@3# Qiu, S., and Simon, T. W., 1997, ‘‘An Experimental Investigation of Transi-
tion as Applied to Low Pressure Turbine Suction Surface Flows,’’ ASME
Paper No. 97-GT-455.

@4# Bons, J. P., Sondergaard, R., and Rivir, R. B., 1999, ‘‘Control of Low-Pressure
Turbine Separation Using Vortex Generator Jets,’’ AIAA Paper No. 99-0367.

@5# Murawski, C. G., Sondergaard, R., Rivir, R. B., Vafai, K., Simon, T. W., and
Volino, R. J., 1997, ‘‘Experimental Study of the Unsteady Aerodynamics in a
Linear Cascade with Low Reynolds Number Low Pressure Turbine Blades,’’
ASME Paper No. 97-GT-95.

@6# Kline, S. J., and McClintock, F. A., 1953, ‘‘Describing Uncertainties in Single-
Sample Experiments,’’ Mechanical Engineering,75, pp. 3–8.

@7# Gaster, M., 1966, ‘‘The Structure and Behavior of Laminar Separation
Bubbles,’’ AGARD-CP-4, pp. 819–854.

Experimental Investigation of Flow
Through an Asymmetric Plane
Diffuser

„Data Bank Contribution …

1

Carl U. Buice
Director of Application, Genemachines,
San Carlos, CA 94070

John K. Eaton
Department of Mechanical Engineering, Stanford
University, Stanford, CA 94305
e-mail: eaton@vk.stanford.edu

@S0098-2202~00!00302-3#

Introduction
This data bank contribution provides measurements for a two-

dimensional diffuser flow which includes separation and reattach-
ment forming a separation bubble on one wall of the diffuser.
Separated flows are difficult to predict because the separating and
reattaching boundary layers are highly out of equilibrium. Ad-
vanced simulation techniques including large eddy simulation and
detached eddy simulation are being developed to compute sepa-
rated flows. Such simulations require realistic, time-dependent in-
flow conditions. These are most easily generated if the inlet flow
is simple. For this reason, Obi et al.@1# made measurements in a
nominally two-dimensional separated diffuser flow with fully de-
veloped channel flow inlet conditions. The test case is widely
used, but there are questions about the two dimensionality of the
flow.

The objective of the present work was to repeat the Obi et al.
experiment using a larger aspect ratio apparatus and paying extra
attention to the treatment of the endwall boundary layers. In ad-
dition, the straight tailpipe section of the diffuser was extended to
allow a more extensive examination of the boundary layer down-

1Data have been deposited to the JFE Data Bank. To access the file for this paper,
see instructions on p. 463 of this issue.
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stream of reattachment. This is an especially useful case for the
study of recovering flows because the flow has a known end state
of fully developed channel flow.

Experimental Apparatus and Techniques
The experiments were conducted in the blower-driven wind

tunnel of Anderson and Eaton@2# modified with an additional
contraction to a two-dimensional, plane-wall channel flow with a
channel height H of 15 mm and a width of 610 mm. The high
aspect ratio~41:1! inlet channel is 1.65 m long providing ample
length to obtain fully developed turbulent channel flow at the inlet
of the diffuser test section. The diffuser geometry shown in Fig. 1
replicates the geometry of Obi et al.@1#. There is an asymmetric
expansion with an area ratio of 4.7 over a distance of 21 H giving
a diffuser angle of 10 degrees. The rectangular tailpipe section
(70.5 mm3610 mm) extends 56 H downstream of the diffuser
before the flow exits to the room through a grid.

Even with the large aspect ratio, special care was required to
obtain a two-dimensional flow. The endwall boundary layers were
removed by adding thin splitter plates 4.7 H from each end wall
starting 6 H upstream of the diffuser and extending to the end of
the tunnel. A row of small holes was drilled through the splitter
plates 3 H downstream of the diffuser inlet to thin the new end-
wall boundary layer. Suction in the end-wall sections was adjusted
to obtain two-dimensional flow everywhere in the test section.
Buice and Eaton@3# document numerous tests of the two-
dimensionality including measurements of the spanwise unifor-
mity of the mean velocity and skin friction, and calculated bal-
ances of mass and momentum. The tests show that the flow is two
dimensional to within the measurement resolution.

Multiple probe systems were used to provide the best accuracy
in each region of the flow and to provide redundant measurements
where possible. Wall static pressure was measured using 0.64 mm
diameter taps connected to a Celesco P7D pressure transducer
~1/20.1 psid range!. Overall uncertainty was less that 0.001 in. of
water.

Mean velocity and turbulent stresses were measured using hot-
wire anemometry in regions where the streamwise turbulence in-
tensity was less than 30 percent. Details of the probes and tech-
niques are given in Buice and Eaton@3#. The techniques were
similar to those reported in Anderson and Eaton@1#. Single-wire
measurements had mean velocity uncertainty of 2 percent and
streamwise turbulence intensity uncertainty of 4 percent, except
near the wall in the upstream channel as discussed below. Cross-
wire uncertainty was 5 percent for the wall-normal Reynolds
stress, and 10 percent for the shear stress,u8v8. Redundant mea-
surements of the mean velocity and streamwise normal stress
agreed with the single-wire results within the uncertainty esti-
mates.

A single component pulsed wire anemometer was used for ve-
locity measurements in the highly turbulent separated shear layer
and in the recirculation zone. The mean velocity uncertainty was
estimated to be 2 percent for velocities ranging from 5 to 12 m/s
and around 5 percent for lower velocities. The uncertainty in the
measurement ofu8 was less than 5 percent in regions of high

Fig. 1 Detailed drawing of test section geometry

Fig. 2 Mean velocity profiles, U ÕUb: s, single wire boundary layer probe; L, pulsed wire probe;
d, single wire wall probe

Fig. 3 Mean velocity profiles, U ÕUb: s, single wire boundary layer probe
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turbulence intensity (u8/U.0.05). In regions of lower turbulence
intensity, the pulsed-wire turbulence measurements are unreliable,
and we present only hotwire results.

A special wall mounted pulsed-wire called the pulsed-wall
probe~Westphal et al.@4#! was used to measure near-wall velocity
profiles in the recirculation region, and to infer the wall shear
stress by moving the measurement location very close to the wall.
With the wire drawn into the nearest position (y50.15 mm) the
probe was calibrated directly for skin friction using fully devel-
oped channel flow as a reference. The uncertainty in the skin
friction measurements was estimated to be a constant 0.02 N/m2.

Data Reported in the Archive
All data in the archive are presented in a coordinate system in

which thex-axis is parallel to the upstream channel, and has its
origin at the intersection of the two lines tangent to the inlet chan-
nel wall and the inclined wall. They axis is normal to thex axis
and thus to the undeflected wall of the diffuser. The origin of the
y axis is on the lower wall of the tailpipe so ally values are
positive. All distances are normalized by the height of the inlet
channel,H. Velocities are normalized by the bulk average veloc-
ity in the upstream channel,Ub . The upstream channel centerline
velocity is 1.14Ub . The tunnel was operated atUb520 m/s giv-
ing an inlet channel Reynolds number,UbH/n of 20,000.

In comparing to the present data set, it is important that com-
putations of the flow begin some distance upstream of the diffuser
inlet since the streamlines begin to curve upstream ofx50, caus-
ing local acceleration and distortion of the velocity profile. For
this reason, the inlet conditions are specified atx/H525.1 where
pressure measurements indicate a constant pressure gradient char-
acteristic of fully developed channel flow. The present mean ve-
locity and turbulence profiles are in excellent agreement with the
data of Hussain and Reynolds@5#, measured at a channel height
Reynolds number of 21,300. The only exception are the turbu-
lence intensity measurements fory/H,0.025 where the present
measurements are 10 to 20 percent lower. This is due to the inad-
equate spatial resolution of the single-wire probe which was 0.6
mm ~45 wall units! long. The mean velocity and turbulence data
indicate that the inlet flow has the characteristics of fully devel-
oped channel flow, and that any well-qualified channel-flow simu-
lation can be used to provide inlet conditions for the diffuser
simulation.

Figures 2 and 3 show the mean velocity profiles, illustrating the
distribution of profile locations and the general development of
the flow. Streamwise turbulence intensity, wall normal stress, and
the Reynolds shear stress were all measured at the same profile
locations. Note that the wall normal stress and Reynolds shear
stress profiles do not extend into the separated flow region, where
the cross wire would have a very large uncertainty. In addition to
these profiles, measurements of the static pressure and the skin
friction along the entire length of both test section walls are in-
cluded in the data set. This includes measurements in the sepa-
rated flow region where the pulsed-wall probe supplied measure-
ments of the reverse-flow skin friction.

There are two aspects of this data set that offer a particular
challenge to model developers. First, is the smooth wall separa-
tion and reattachment that make this case more challenging than
the backward-facing step and similar abruptly separated flows.
Also, of great interest is the recovering channel flow in the
tailpipe. The profile near the wall recovers until it is virtually
identical to the upstream channel. On the other hand, the velocity
is more uniform than developed channel flow in the central region
due to the strong turbulent mixing produced by eddies remaining
from the separated flow. Thus, the turbulence is far from equilib-
rium with the mean flow, and offers a good test for length scale
transport equations. The thermal diffusivity in this region is also
far out of equilibrium, as shown by Buice and Eaton@6#.
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Exact solutions for the Couette profile in two nonclassical Taylor-
Couette cells are reported. The profiles take the form of eigen-
function expansions, whose convergence rates can be significantly
accelerated using a representative convergence acceleration al-
gorithm. Results are thus suitable as initial conditions for high
resolution numerical simulations of transition phenomena in these
configurations.@S0098-2202~00!02602-X#

1 Introduction
Laminar flow transition modes are frequently studied using a

Taylor-Couette cell, which consists of a cylindrical stator and ro-
tor with fixed endwalls to confine the fluid. Numerical investiga-
tions typically use either Taylor’s velocity profile~Taylor @1#! or
the linear ‘‘thin gap’’ profile~Panton@2#! as an initial condition,
perturbing it appropriately to examine the disturbance behavior
~Criminale et al.@3#, Hua et al.@4#, Kedia et al.@5#!. Both of these
profiles are one-dimensional, neglecting spanwise variations such
as end effects from the stator walls. While suitable for the theo-
retical case of infinite span, they are inappropriate for a number of
practical situations, e.g., for cells whose span and gap dimensions
are of the same order and for the so-called ‘‘nonclassical’’ cells
whose gap dimension varies along the span~Wiener et al.@6#!.
Both of these types of cells generally exhibit significant spanwise
dependencies. Moreover, variation in nonclassical cells can ex-
tend to the boundary, for example when the rotor radius is not
constant.

The focus of this note is on deriving Couette flow profiles for
two specific nonclassical configurations of current interest, a coni-
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cal cell and a cell whose stator is convex along its span. Conical
cells ~Fig. 1~top!! have been used to examine supercritical flow
modes, both experimentally~Wimmer @7–9#! and numerically
~Abboud@10#!, but transition modes have not yet been extensively
studied. Results for convex stator geometries are currently limited
to the idealized model of small convexity and infinite span~Eagles
and Eames@11#!. Although the standard Taylor profile can be
conveniently adapted to this case, it is not an experimentally rel-
evant configuration because of the assumption of infinite span.
Therefore, the case of a semi-circular cross section is addressed
~Fig. 1~bottom!! in this paper. This geometry exhibits both a
finite span and significant convexity relative to the span. Exact
solutions for the Couette profile for these two configurations do
not appear in the literature~Carslaw and Jaeger@12#, Berker@13#,
Wang@14#!. The present approach employs, an integral transform
method ~Ölçer @15#! to obtain exact solutions as expansions in
characteristic eigenfunctions. Convergence properties of these ex-
pansions, which determine their suitability for use in a numerical
solver, are evaluated by applying a representative convergence
acceleration algorithm~Brezinski @16#, Singh and Singh@17#!.

2 Analytical Solutions
Wimmer’s experimental results on nonclassical cells~Wimmer

@9#! suggest that the Couette mode cannot be physically sustained
when curvature effects are significant. The fundamental flow
mode is fully three-dimensional under such conditions. Conse-
quently, geometries are presently restricted to small curvature ef-
fects; the gap dimension is assumed small compared to the rotor
radius and the taper is also assumed small. As a result, curvature
terms vanish and the Navier-Stokes equations reduce to Laplace’s
equation for the dimensionless azimuthal velocity componentu
~Wang @14#!,

¹2u50. (1)

For the conical cell model~Fig. 1~a!!, gap width and cell span
area andb, respectively, the cone angle is 0<u0<p/2, the ref-
erence radius isr 0.0, and the Laplacian operator¹2 in Cartesian
~x,y! coordinates is]2/]y21]2/]z2. Dimensional analysis yields

three geometric parameters: the aspect ratiof5b/a, the radius
ratio R5r 0 /a, and the taper factorT5b sinu0 /r0, which is taken
as a measure of taper effects. Wimmer’s restriction@9# dictates
that R21 and T should be small. Usinga and av as length and
velocity scales, respectively~wherev is the rotor’s rotation rate!,
the nondimensional boundary conditions are

u50 at z50, z5f, and y51, (2a)

and

u5R1z sinu0 at y50. (2b)

An appropriate integral transform pair is given by

ū~y,bm!5E
0

f

Z~bm ,z8!u~y,z8!dz8 (3a)

and

u~y,z!5 (
m51

`
Z~bm ,z!ū~y,bm!

E
0

f

Z2~bm ,z8!dz8

. (3b)

The overbar notation represents a transform in thez coordinate
direction,bm are the corresponding eigenvalues, andZ(bm ,z) are
the corresponding eigenfunctions. All eigen-related quantities can
be obtained from standard tables~Özişik @18#!.

Applying transform~3a! to Eqs.~1!, ~2a!, and ~2b! yields the
auxiliary equationū92bm

2 ū50, and two auxiliary boundary con-
ditions ū50 aty51 andū5fR(@12(21)m#2T@21#m)/mp at
y50. A Sturm-Liouville equation and integration by parts have
been used to evaluate various terms. The solution of this system is

ū5
fR~@12~21!m#2T@21#m!sinhmp~12y!/f

mp sinhmp/f
. (4)

Inverse transform~3b! is applied to Eq.~4! to obtain the physical
profile in ~y,z! space. After eliminating all noncontributing modes,
the final result is found to be

u~y,z!5
2R

p (
m51

` S 2 sinh
~2m21!p~12y!

f
sin

~2m21!pz

f

~2m21!sinh
~2m21!p

f

2

T@21#m sinh
mp~12y!

f
sin

mpz

f

m sinh
mp

f

D . (5)

It is readily apparent that for vanishing taper,T→0, Berker’s
two-dimensional thin-gap solution~Berker @13#! for the classical
case is recovered.

The convex stator configuration in Fig. 1~bottom! is character-
ized by R, which is the radius of the rotorr 0 , divided by the
radius of the stator’s cross sectionr s . Since the endwalls are
effectively formed by the stator itself, there is no separate charac-
terization of the aspect ratio. Moreover,r s describes the convexity
which is a fixed ratio of 1:2 relative to the span of 2r s . The
curvature restriction again suggests thatR must be large. The
Laplacian operator in Eq.~1! is now expressed in cylindrical~r,u!
coordinates as (1/r )]/]r (r ]/]r )1(1/r 2)]2/]u2. After nondimen-
sionalization, boundary conditions can be expressed as

u5R at u50 and u5p, (6a)

and

u50 at r51. (6b)

An appropriate integral transform pair is given by

Fig. 1 Schematic of the conical cell „top … and the spanwise
convex stator cell „bottom …. Cross-hatched areas represent the
rotor and the remaining line segments denote the stator. Cells
are symmetric about the center line and the star notation indi-
cates dimensional coordinates.
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ū~r ,m!5E
0

p

U~m,u8!u~r ,u8!du8 (7a)

and

u~r ,u!5 (
m51

`
U~m,u!ū~r ,m!

E
0

p

U2~m,u8!du8

, (7b)

where eigenvalues and eigenfunctions are denoted respectively by
m andU(m,u). Because the domain ofu is 0<u<p, this con-
figuration is a special case in which theu eigenvalues are integers,
as indicated by Eq.~7b!.

Transformation using Eq.~7a! yields ū91ū8/r 2(m/r )2ū
1mR(12cosmp)/r250, a nonhomogeneous equation of the
Euler-Cauchy type, and the boundary conditionū50 at r 51. An
auxiliary boundary conditionū5finite at r 50 is also available.
By substitutingū(r ,m)5c̄(r ,m)1R(12cosmp)/m, the homoge-
neous form of the equation forc̄ is obtained and is solved with
standard methods. The auxiliary solution is then obtained as

ū5
R@~21!m21#~r m21!

m
. (8)

Inverting Eq. ~8! using Eq. ~7b!, the physical solution in~r,u!
space is found after simplification to be

u~r ,u!5RS 12
4

p (
m51

`
r 2m21 sin~2m21!u

~2m21! D . (9)

3 Numerical Evaluation of Series
Use of Eqs.~5! and~9! as initial profiles for numerical compu-

tations requires evaluating these expressions for each finite-
volume in a computational grid. Processing effort increases not
only with grid resolution, but is also dramatically affected in re-
gions where convergence slows considerably. Brezinski’s three
step acceleration algorithm~Brezinski@16#, Singh and Singh@17#!
is applied to determine whether the number of terms required for
convergence in such regions can be reduced to a manageable
level. TakingSm as the partial sum ofm terms such thatSm→S as
m→`, whereS is the complete summation, the two preliminary
steps in the algorithm areG1

m5Sm andG2
m5(G1

m112G1
m)21. Pro-

gressive estimates ofS are given by the third step

G3
m5G1

m111
~G1

m122G1
m11!~G2

m122G2
m11!

G2
m1222G2

m111G2
m . (10)

Convergence properties are examined for each cell at the center of
their spans, i.e., atz5f/2 for the conical cell andu5p/2 for the
convex cell. At the boundaries, the nondimensional grid size is
taken to be of orderd51026 and is allowed to stretch at the rate
of 25 percent toward the interior of the cross section. Conver-
gence is considered achieved when double-precision accuracy has
been attained.

Convergence properties of Eq.~5! are independent ofR since it
appears outside the summation. Moreover,T does not affect con-
vergence for values in the range of physical interest, i.e., 0.01
<T<0.1. The cell aspect ratio is thus the only important param-
eter. Two values are examined,f51 for a square cross section
and f512.75, which corresponds to Wimmer’s experimental
configuration@9#. Convergence for both cases requires about 101

terms in the series near the stator and approximately 103 and 104

terms, respectively, forf51 andf512.75 aty;0.001. These
results can be considered acceptable for a coarse grid whose
smallest volume is;1023. However, for finer grids convergence
slows considerably nearer to the rotor. Figure 2 shows results for
y,0.0003; Brezinski’s algorithm yields significant acceleration in
this region. Aty;1026, the raw series forf51, which requires
approximately 106 terms for convergence, is accelerated by a fac-
tor of about 30. Forf512.75, the raw series requires on the order
of 107 terms, while the accelerated series converges about 180
times faster.

Like the conical cell, convergence in much of the convex stator
cross section (r ,0.99) is reasonably good, requiring approxi-
mately 101 to 103 terms. However, convergence degrades rapidly
for the remaining 1 percent of the cell near the stator~Fig. 3!,
requiring 107 terms for r;121026. In this case, the Brezinski
algorithm results in an acceleration factor of 104. The better per-
formance for this configuration is due to the fact that Eq.~9! is
monotonic, whereas Eq.~5! has alternating terms.

4 Conclusion
Exact series solutions for Couette flow profiles in two nonclas-

sical geometries of current experimental interest are reported.
Convergence of these series is shown to be improved significantly
using a representative convergence acceleration algorithm. These
results can therefore be effectively used as initial conditions for
high-resolution numerical studies of flow transition in these cells.
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A polychromatic flow visualization technique for Particle Streak
Velocimetry (PSV) is described. The method uses several adjoin-
ing laser light sheets of different wavelengths with a homogeneous
power density distribution. This method allows us to make sure of
the 2-D and 3-D nature of flows and to improve the frames quality
processed in PSV. The feasibility study of this qualitative tech-
nique is established on a hydrodynamic flow.
@S0098-2202~00!02402-0#

1 Introduction
The methods of velocity measurement by PIV, PTV, PSV have

made progress these last years~Grant @1#!. Large efforts have
focused on the application of these techniques to the study of
three-dimensional flow~Hinsch @2#!. Unfortunately, the methods
proposed are often heavy and complex to implement. So, before
using such techniques, it is better to confirm the 2-D or 3-D nature
of flows. We present here a qualitative technique based on the
polychromatic laser tomography~Prenel et al.@3#! to dispel this
ambiguity. The images obtained by this technique allow us to
make sure of the 2-D or 3-D nature and can be directly processed
in PSV to extract the velocity fields.

2 Optical Device
The optical setup~Fig. 1! used to realize three polychromatic

laser sheets is taken from the device designed by Prenel et al.@4#.
The light source is an argon-krypton laser~Spectra-Physics Laser
Stabilite 2017! emitting in all lines with a power of about 4 W.
The objective is to obtain parallel sheets with a homogeneous
power density distribution and adjustable thickness and width
~Prenel and Thiery@5#!. This requires two fast horizontal and
vertical simultaneous sweepings of the laser beam. So, the device
is made up of a first telescope (T1) which focuses the polychro-
matic beam at the entrance of an Acousto-Optical Deflector
~AOD: AA.DTS.X-250, optical range 360–1100 nm!. The AOD
induces a horizontal sweeping of the beam. The triangular shape
of the driving signal guarantees the homogeneity of the power
density distribution along the sheet thickness and the amplitude
controls its size. The telescope (T2) focuses the beam in the zone
of visualization. The Prism with Direct Vision~PDV! disperses
the light and the three intense lines~red 647.1 nm, green 514.5
nm, and blue 488 nm! are carried back on three mirrors (M1, M2,
and M3). These mirrors restore the beams parallel and three
prisms (P1, P2, and P3) enable the space between the polychro-
matic beams to be adjusted.

The scanning mirror~SM! produces a vertical deviation of the
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Fig. 1 Optical device

Fig. 2 Laser sheets dimensions
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beams and guarantees the power density homogeneity along the
sheets width. The scanning mirror amplitude sets the sheets width
dimension.

For a long working distance and a weak sweeping angle, the
polychromatic sheets become real parallelepipeds of light with a
nearly homogeneous power density.

Figure 2 is a top view photography of the three adjoining laser
light sheets. The sheets thickness~equal to 2 mm in the present
picture! is the same for the three laser sheets and may be adjusted
to values from 0.5 mm to 10 mm.

3 Practicability Experiment
The practicability of the method is established on a hydrody-

namic flow generated in a transparent channel with a rectangular
section~10 cm34 cm!. An obstacle~i.e., a 3 cm31.5 cm vertical
plate! is placed in the hydrodynamic channel~as shown in Fig. 3!
in order to disturb the flow and to create 3-D effects. During the
tests, the water flows out with an average velocity between 0.05
and 0.25 ms21 corresponding to Reynolds numbers~relative to the
hydraulic diameter of the water channel! varying from 3000 to
15,000. The water seeding is performed by means of rilsan spheri-
cal particles~Elf Atochem, weak size dispersion around 30mm,
volumic mass of 1.06 g/cm3!. The three light sheets illuminate
three parallel planes along the principal flow direction. The flow is
observed perpendicularly to the laser sheets by using a 3-CCD
color video camera~Sony XC-003P!. The images are digitized
and stored as 7153535 pixels by an imaging technologies frame
buffer board~MiroVideo!. The observation field is limited to a
rectangular area of 35 mm325 mm. The three zones of the hy-
drodynamic channel, which are investigated during this feasibility
study, are indicated in Fig. 3.

Figure 4 shows flow visualizations obtained by using the
present technique. The exposure time used in the images pre-
sented is 1/25 s. When a particle moves in the studied zone, the
luminous dash marking its trajectory during the acquisition time
presents a uniform contrast due to the homogeneous power distri-
bution within the light volumes. Consequently, the dynamic be-
havior of the particle can easily be quantified. It can be noticed
that a single particle is about 6–7 pixels large. Moreover, the
particle streak will be made up of one or several colors according
to its displacement.

In 2-D flows parallel to the three sheets, the particles scatter in
only one color~i.e., red, green, or blue color!. These conditions
are those of the initial flow upstream of the obstacle~zone 1!
where the flow is expected to be strictly 2-D. This is confirmed by
the flow visualization presented in Fig. 4~a! which reveals the
presence of particle streaks made up of one color only. This pic-
ture shows that the flow remains strictly parallel to the plane illu-
minated by the laser light sheets. Such conditions are ideal for a
classical study by PSV and the 2-D velocity field may be directly
determined from such an image.

The photography displayed in Fig. 4~b! is related to the zone 3
located at a long distance~about 40 cm! behind the obstacle. We
cannot a priori be sure of the 2-D or 3-D configuration of the flow
in this region of the hydrodynamic channel. The flow visualiza-
tions performed by the present method clear up the ambiguity
relating to the flow pattern and indicate the weak 3-D nature of the
flow in this zone. Indeed, we can note the presence of few bicolor

or tricolor streaks revealing the 3-D trajectories of some tracers. If
these polychromatic streaks are in a small number, the flow may
be studied in PSV as a 2-D flow. An image processing procedure
may be applied to remove these few polychromatic streaks before
extracting the 2-D velocity field.

For highly 3-D flows, the majority of the particle streaks will be
made up of 2 or 3 colors. This is illustrated in Fig. 4~c! by the
flow visualization performed in the immediate wake of the ob-
stacle~zone 2!.

4 Concluding Remarks
A number of conclusions are offered relative to the flow visu-

alization method developed in this paper:

1 The use of polychromatic laser tomography is a simple and
efficient way for validating 2-D flow configurations.

2 For weakly 3-D flows, an image processing procedure may
be applied to remove polychromatic streaks before extracting the
two-dimensional velocity vectors.

Fig. 3 Location of the investigated zones „side view of the
hydrodynamic channel …

Fig. 4 „a… Strictly 2-D flow; „b… weakly 3-D flow; „c… highly 3-D
flow
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3 The present method is illustrated by its application to a
hydrodynamic-channel flow but may be extended to gas flows.

4 Limitations of the method depend mainly on the viewing
system characteristics: the depth of field of the viewing system
limits the laser sheets thickness, the camera sensitivity is not the
same for all the wavelengths and consequently an adjustment of
the wave lines intensities of the argon-krypton laser is required,
and the exposure time of the viewing system must be long enough
with respect to the flow velocity so that tracers having possibly
3-D trajectories may cross the three laser sheets in the thickness
direction.

5 For very low velocity flows, the thickness of the laser sheets
has to be reduced to its minimum value~0.5 mm with the present
optical device! in order to enhance the sensitivity of the system to
detect possible 3-D effects.
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de lumière polychromatique a` densitépuissance homoge`ne,’’ Proceedings du
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The paper presents three one-dimensional models to simulate gas-
eous flows in micro-channels. These include no-slip flow, simple
fully-developed, and locally fully-developed models. It is shown
that the locally fully-developed model provides a more accurate
prediction when both rarefaction and gas acceleration need to be
considered in micro-flows. Furthermore, the effects of rarefaction
and gas acceleration on the locally dimensionless pressure ratio
are specified on the basis of the three models. The validation of
these models is accomplished by comparison with the experimen-
tal results.@S0098-2202~00!02502-5#

Introduction
For gaseous flows in micro-channels, the effect of rarefaction

cannot be negligible because Knudsen numbers~ratio of mean
free path to characteristic length! are usually greater than 0.01.
Arkilic et al. @1,2# developed an analytical model based on the
Navier-Stokes equation with the slip boundary condition to pre-
dict isothermal helium flows through a parallel plate channel and
validated the model with the experimental results with pressure
ratios up to 2.5. Shih et al.@3# validated this model by comparing
the model results of mass flow rate and pressure distribution for
nitrogen and helium flows through micro-channels with their ex-
perimental results. Direct Simulation Monte Carlo~DSMC! inves-
tigation by Piekos and Breuer@4# showed a discrepancy for pres-
sure distribution when compared with the slip-flow model for a
pressure ratio of 4.2. Sun et al.@5# investigated effects of velocity
slip and temperature jump on the momentum and heat transport in
micro-channels based on locally fully-developed assumption
which was used by van den Berg@6# to analyze the compressible
isothermal flows in capillaries.

The motivation of this work is to include the acceleration term
in the conservation of momentum for a one-dimensional com-
pressible flow model and to find out the relationship among the
available one-dimensional models. Furthermore, the effects of rar-
efaction and gas acceleration on pressure distribution and mass
flow rate are related to Re, Ma, and Kn based on the dimensional
analysis for the simple fully-developed model and the locally
fully-developed model.

One-Dimensional Models
For a laminar, constant-viscosity, fluid flow in a parallel plate

channel, the conservation of axial momentum for an infinitesimal
control volume with lengthdx can be expressed as:

22hdP22t̄wdx5dF E
2h

h

ru2dyG (1)

where h is the half-depth of the channel andtw refers to the
average shear stress at the wall. DSMC simulation for gaseous
flows in micro-channels shows that the maximum ratio of
v(x,y)/u(x,y) is less than one percent. Therefore,P can be as-
sumed to be only a function ofx.

Locally Fully-Developed Flow Model. High-pressure drops
over relatively short lengths are common in gaseous flows through
micro-channels. As a result, density and velocity continually
change along the flow axis, and the flow cannot become fully
developed. Therefore, a locally fully-developed model is intro-
duced. In this model, the parabolic velocity profile and the wall
shear stress are obtained from the fully developed condition and
are locally applied at any cross-section along the micro-channel.
In other words, the velocity profileu and the average wall shear
stresstw in Eq. ~1! can be obtained from the Navier-Stokes equa-
tion with the slip boundary condition for fully developed flows as
follows ~Shih et al.@3#!:
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where Re5rū(4h)/m, Kn5l/(2h) andsg represents the tangen-
tial momentum accommodation coefficient~TMAC! which de-
pends on the gas species, surface characteristics and is usually
close to unity.
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By substituting Eqs.~2! and ~3! into Eq. ~1! and integrating
along thex-direction using the ideal gas law and the continuity
equation, an expression for the axial pressure distributionP can be
obtained as follows:
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whereb anda are given by:
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Kn is the average Knudsen number along the channel. From Eq.
~4!, the corresponding mass flow rate can be obtained as follows:
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To the author’s knowledge, Eqs.~4! and ~6! for P and G are
presented for the first time here.

Simple Fully-Developed Model. By neglecting the axial mo-
mentum change in Eq.~1! and using Eq.~3!, the axial pressure
distribution and mass flow rate can be obtained as follows:
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Equations~7! and ~8! are similar to the slip-flow model devel-
oped by Arkilic et al.@2# and Shih et al.@3# and are referred to as
‘‘simple fully-developed model’’ in this paper. The simple fully-
developed model can predict the increase in mass flow rate due to
gas rarefaction in flows through micro-channels.

Continuum Flow Model. By setting Knudsen numbers in
Eqs. ~7! and ~8! to zero, the axial pressure distribution and the
mass flow rate for the continuum flows can be obtained as:

S P

Pin
D 2

21.05224 Reb
x

h
(9)

G5
Wh3

3RTLm
Pout

2 @~P* !221.0# (10)

Comparison of Eqs.~8! and~10! shows that slip-flow causes an
increase in mass flow rate for a given inlet and outlet pressures.
However, according to Eq.~6!, an increase in mass flow rate is
reduced by gas acceleration for high pressure flow conditions. The
following analysis reveals that the effect of the gas acceleration
can be related to Mach number~Ma! in micro-flows when an
isothermal assumption is valid.

Discussion and Validation

Pressure Distribution. Rarefaction and compressibility ef-
fects on gaseous flows in micro-channels have been studied by
Beskok et al.@7# using numerical simulation for two-dimensional
flows with a second-order slip boundary condition. However, for
the first time in this paper, the relationships between the local

pressure variation and the parameters Kn, Re, and Ma are shown
based on the dimensional analysis for one-dimensional models.

For compressible no-slip flows, the axialp2 gradient can be
obtained by differentiating Eq.~9! with respect tox as:
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From the Eqs.~7! and ~4!, the corresponding relationships
based on the simple fully-developed model and the locally fully-
developed model can be obtained as:
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where the following definition of Knudsen number is used:
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The subscriptcontinuum refers to the compressible no-slip flow
model and subscriptsslip and local represent the simple fully-
developed flow and the locally fully-developed flow model, re-
spectively.

From Eqs.~11! and~12!, it is clear that rarefaction reduces the
pressure drop and friction factor. The reduction is quantified by
the term (116 Kn). However, the negative effect is contributed
by the gas acceleration term (12Re2 Kn2/2p) in Eq. ~13!. This
conclusion—compressibility negating rarefaction—was also
reached by Beskok et al.@7# based on his numerical simulation.

The Knudsen number can be expressed as a function of Mach
number and Reynolds number~Eckert and Drake@8#! as:

Kn5
l

2h
5Agp/2

2 Ma
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By using Eq.~15!, the term (12Re2 Kn2/2p) in Eq. ~13! can be
replaced by (12g Ma2! to evaluate the gas acceleration. It is
clear that rarefaction and acceleration have opposite effects on
pressure variation and the terms (116 Kn) and (12g Ma2) rep-
resent the effects of slip flow and gas acceleration, respectively.

Mass Flow Rate. Comparison of mass flow rate versus pres-
sure ratios between the three models and the experiment by
Arkilic @1# is shown in Fig. 1. The experiment was conducted in a
52.25mm31.33mm37500mm micro-channel using nitrogen as
the working fluid. It was found that rarefaction has an important

Fig. 1 Comparison of experimental results of Arkilic with the
simple fully-developed model, the locally fully-developed
model, and the continuum flow model
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effect on mass flow rate in the microchannel as was also reported
by other researchers. There exists a 17 percent deviation between
the results from the continuum flow model and the experiment at
the pressure ratio of 2.6 when the Knudsen numbers are 0.062 and
0.165 at the inlet and outlet, respectively. The deviation increases
with the increase in pressure ratios. The simple fully-developed
model and the local fully-developed model are both in good
agreement with the experimental results for pressure ratios below
3.0. Simulation for higher-pressure ratios shows that the deviation
between the two models is below 1.0 percent for a pressure ratio
of 14.0. The termg Ma2, which represents the effect of gas ac-
celeration, has a magnitude of 1026 at a pressure ratio of 2.6 and
1024 for a pressure ratio of 14.0 and is still four orders of mag-
nitudes smaller than the term 6 Kn which represents the effect of
rarefaction.

Experimental data reported by Pfahler@9# was also employed to
check the three models. In this experiment, nitrogen was driven
through a 98.73mm34.65mm310,900mm micro-channel and
Reynolds number ranges from 5 to 60 with the fixed outlet Knud-
sen number of 0.014. Simulation results based on the continuum
flow, simple fully-developed flow and local fully-developed flow
models are presented in Fig. 2. It can be seen that the locally
fully-developed model and the simple fully-developed model ac-
curately predict the mass flow rate whenP* is smaller than 7.6.
The deviation appears for higher values ofP* . The corresponding
variations of the terms (116 Kn) and (12g Ma2) are shown in
Table 1. When (12g Ma2) varies from 0.999 to 0.906~P* in-
crease from 4.3 to 14.1!, the deviation between the simple fully-

developed and locally fully-developed flow models increases from
0.5 percent to 3 percent and become higher with increasingP*
based on the value of the term (12g Ma2). Further experimental
data for higher-pressure ratios is needed to check the accuracy of
the locally fully-developed model in micro-flows.

Nomenclature

G 5 mass flow rate,rūW(2h)
h 5 half-depth of the channel

Kn 5 Knudsen number,l/2h
L 5 channel length

Ma 5 Mach number
P 5 pressure

P* 5 inlet to outlet pressure ratio,Pin /Pout
R 5 gas constant

Re 5 Reynolds number,rū(4h)/m
T 5 temperature
u 5 velocity in x-direction
ū 5 average velocity inx-direction
v 5 velocity in y-direction
W 5 channel width

x,y 5 Cartesian coordinates
a,b 5 constants, Eq.~5!

g 5 specific heat ratio
l 5 mean free path
m 5 viscosity
r 5 density
t 5 shear stress

sg 5 tangential momentum accommodation coefficient

Subscripts

continuum 5 compressible no-slip flow
in 5 inlet

local 5 locally fully-developed model
out 5 outlet

simple 5 simple fully-developed model
w 5 wall
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Fig. 2 Comparison of the experimental results by Pfahler †9‡
with the prediction from the three models

Table 1 Comparison between the terms „1¿6 Kn … and „1
Àg Ma2

… at the outlet for Pfahler’s †9‡ experiment

P* 116 Kn 12g Ma2

4.3 1.084 0.999
7.6 1.084 0.992
12.1 1.084 0.954
14.1 1.084 0.906
21.0 1.084 0.578
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